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radius of cylinder (radius of transverse curvature) (m)

cylinder radius scaled on inner variables = augv

acoustic input to microphone for calibration (Pa)

transc' ucer diameter scaled on inner variables = duy/V

transducer diameter scaled on modified inner variables = dtuy/U,

cxpected value operation

frequency (Hz)

lowpass cutoff frequency (Nyquist frequency) = {/2 (Hz)

digital sampling frequency (Hz)

frequency scaled on inner variables = fv/u?

vector indices (1=streamwise, 2=wall-normal, 3=spanwise), summation indices

wavenumber (1/m)

flatness (kurtosis)

viscous length = v/u,

hot-wire length scaled on inner variables = luy/v

number of data points

number of subrecords in ensemble average

fluctuating wall pressure {Pa)

root mean square wall pressure level (Pa)

conditionally averaged wall pressure (Pa)

total pressure = P+p (Pa)

mean pressure (Pa)

free-stream dynamic pressure (Pa)

quadrapole source term for the fluctuating pressure

radial coordinate (m)

Reynolds number, based on length scale b, = ULb/v, b = {a, Xp, 8°, &}

momentum thicknesc Reynolds number = ULtiN

cross correlation between wall pressure and soreamwise turbulent velocity

cicumferential separation distance between wall pressure transducer and
velocity measurement locition at some (specified) distance above the wall (m)
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tme (s)

time scaled on inner variables = tu 2/v

viscous time unit = V/ug?

detection time of event for conditional sampling (s)

averaging time, record length, ensemble window duration (s)

averaging time for VITA detection scaled on inner variables = Tu 2V

time between samples = 1/£; (s)

time between samples scaled on inner variables = Atu2v

average event duration scaled on inner variables = ATug2fv

streamwise turtulent velocity {m/'s)

conditionally averaged streamwis« terbelent velocity (mds)

fluctuating velocity comporent i (my/s)

root mean square streaimwise veiocity (my/s)

friction velocity = (TP (r.ys)

streamwise mean velocity (m/s)

streamwise mean velocity scaled on inner variables = U/u,

convection velocity (m/s)

velocity component i = Uj+u; (mys)

mean velocity component i (m/s)

free-stream velocity (mys)

wall-normal turbulent velocity (m/s)

volume (m3)
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CHAPTER 1

INTRODUCTION

The relationship between the fluctuating wall pressure beneath and streamwise
turbulent velocities within a turbulent boundary layer on a cylinder in axial flow is
investigated in this study. Since the work of Kraichnan (1956), it has been understood
that the fluctuating pressure at the wall is intimately linked to the turbulent velocity
fluctuations in the boundary layer. Because these fluctuating velocities are produced by
turbulent structures or "eddies" that exist throughout the flow field, the aim has been to
relate the unsteady pressure at the wall to turbulent structures in the flow. Although a
general understanding of the character of the fluctuating wall pressure and its relation to
the flow has evolved over the last 35 years of research, many details concerning the
underlying mechanisms have remained inconclusive. Furthermore, nearly all of the work
that has been performed has concentrated on the canonical flat plate boundary layer. The
present study is an extension of these previous investigations but is aimed at relating the
fluctuating pressure at the wall to turbulent structures in a boundary layer with transverse
wall curvature.

The motivation behind most wall pressure studies is related to the problem of fluid-
structure interaction and the need to better understand the mechanisms responsible for

turbulence-induced structural vibrations. These vibrations can lead to radiated acoustical




noise or structural damage if the oscillations are }arge. A second motivation derives from
the use of wall-mounted microphones for the measurement of far-field sound. In this
scenario, the fluctuating wall pressure interferes with the acoustical measurement because
it is not possible to distinguish between the far-field acoustic srund and the near-field
hydrodynamic pressure fluctuations. Such a scenario occurs in an ocean towed sonar
array where a number of hydrophones are mounted in a long towed submerged cylinder.
Because of the cylindrical geometry of the wall, however, information from planar
turbulent boundary layers is of limited vaiue in efforts to reduce, control, er account for
the “self-noise” caused by the turbulent pressure fluctuations. Consequently, there is a
need to investigate the sources of the fluctuating wall pressure in the turbulent boundary
layer on a cylinder in axial flow.

To provide a physical basis for the problem being investigated, the next Section
reviews the physical features and turbulence structure of planar turbulent boundary layers,
the relationship between the fluctuating wall pressure and organized structures in the flow,
and the present level of understanding of the effect of transverse curvature on the structure
of boundary layer turbulence. This is followed by a staternent of the research objectives

for the present investigation.

1.1 Physics of the Problem
1.1.1 The Structure of Boundary Layer Turbulence

When a viscous fluid flows adjacent to a solid surface, the no-slip condition at the
wall and the viscous shear forces between the fluid and the surface cause the relative

speed of the fluid to vary from zero at the wall to the free-stream value U. at some




distance from the surface. At some distance downstream, this boundary layer region
becomes unstable due to the growth of initially small random disturbances in the flow.
This condition progresses with downstream distance until the boundary layer becomes
fully turbulent as evidenced by highly irregular and complicated fluctuations in velocity
and pressure in both space and time and the presence of coherent fluid structures or eddies
of varying form across the entire boundary layer. Historically, the turbulent flow has
been viewed as a random fluid motion resulting from the highly agitated and apparently
unpredictable motion of the eddies. Over the last 25 years, however, this perspective has
changed due to the realization that the turbulent boundary layer contains organized,
coherent fluid motions that are random in occurrence in space and time but similar in
character and whose dynamics strongly influence the evolution of the flow. Because
these organized fluid motions possess spatio-temporal randomness, the phrase "quasi-
coherent” is frequently used to describe these structures.

In general, terms two types of coherent structures or organized motions can be defined
in the turbulent boundary layer. The first is a quasi-cyclical ordered sequence of events in
the near-wall region that is responsible for the majority of turbulence production in the
boundary layer. The second is & large-scale motion in the outer portions of the boundary
layer with a scale on the order of the boundary layer thickness, 8. These two scales of
motion are consistent with the two-scale character of boundary layer flows.! Although

this overall classification is straightforward, many types of coherent structures have been

1The turbulent boundary layer is traditionally divided into an inner and a-. outer region to differentiate
the portion of the boundary layer dominated by viscous effects associated with the wall (inner region) and
that controlied by the global features of the boundary layer (cuter region). The outer region tength and
velocity scales are the boundary layer thickness § (or 8°) and the free-stream velocity Uee, respectively.
For the inncr region, the scales are v/uy for the length and ug for the velocity, where v is the kinematic

viscosity and ur = ¥ TJp is the friction velocity. The outer region is generally considered to extend from
y/8 ~ 0.2 to the edge of the boundary laycr. The near-wall region is generally defined as
y* = yudv < 100.
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observed in turbulent boundary layers over the last 30 years of research. The result is
very little consensus on the exact character of the large- and small-scale motions or the '
role of each in the dynamics of the turbulent boundary layer. Recently, Kline and ¥
Robinson (1990) have provided some order to the confused state of affairs by classifying
all of the turbulent structures, events, and motions observed in the turbulent boundary '
layer into an eight category classification. Their taxonomy of boundary layer turbulence
structures is presented below.
’
Classification of Quasi-Coherent Structures Observed in the Turbulent Boundary
Layer on a Flat Plate and in a Channel (Kline and Robinson 1990)
»
1. Low-speed streaks near the wall
2. Ejections of low-speed fluid outward from the wall
3. Sweeps of high-speed fluid toward the wall ’ [ ]
4. Vortical structures of various forms near the wall
5. Near-wall inclined shear layers
6. Neai-wal! "pockets” ]
7. Large (&-scale) inclined discontinuities in streamwise velocity, or “backs"
8. Large (3-scale) motions capped by bulges in the outer turbulent/potential interface
]
Near-Wall Turbulence Structure
»
Categories (1) through (6) are associated with coherent motions in the near-wall
region that have been either directly observed, measured, or computed through numerical
sitnulations. ,
»
. ° ° ® ° ° ° ° . [
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(1) Low-speed streaks. Low-speed streaks (Kline et al. 1967) consisting of regions
of low-speed fluid (u < 0) have been found to form in the immediate vicinity of the wall
(y* <7).2 Although they occur randomly in both space and time, they have an average
spanwise spacing of ~100v/u;. Between the low-speed streaks exist regions of high-
speed fluid (u > 0) referred to as high-speed streaks. Because of the alternating regions of
high- and low-speed fluid and their close proximity to the wall, they are often referred to
as the sublayer streaky struc:ure. The streamwise extent of low-speed streaks has been
found to vary from ~100 to ~1500v/u;. High-speed streaks are somewhat shorter, with
maximum lengths of ~800v/u;. The near-wall streaks are believed to play a passive role
in the overall dynamics of the boundary layer.

{2) Ejections, The low-speed streaks observed near the wall migrate slowly outward
as they move downstream (often referred to as lift-up), where at some critical distance
they turn sharply and move rapidly away from the wall in what is referred to as an
ejection-type motion (Kline et al. 1967). By marking the fluid in the low-speed streak
near the wall, the ejection process has been observed to be followed by a rapid oscillation
and subsequent disintegration of the low-speed streak into very fine scales of turbulence.
The entire process of low-speed streak formation, lift-up, ejection, and breakdown was
called 'bursting' by Kline et al. (1967), and it is believed to be a primary source of
turbulence production in the boundary layer. The entire process is confined to the region
y* < 40.

(3) Sweeps, Sweeps of high-speed outer fluid towards the wall are evident in the
near-wail region (Corino and Brodkey 1969). The details of these motions are not as well

understood, however, due to the difficulties in marking high-speed fluid. Even so, they

2All variables superscripted with “+" have been nondimensionalized using the inncr length and
velocity scales v and ue, €.8., y* = yudv.

:*,,‘
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have been found to be responsible for the majority of turbulence production in the very
near-wall region y* < 12 (Willmarth and Lu 1972). Ejections are the primary contributors
above this point. Because sweeps and ejections have been found to occur in close
streamwise proximity to one another (Corino and Brodkey 1969), the bursting process
has come to be referred to as the burst-sweep cycle. However, the details and sequencing
of events are not completely certair. nor universally agreed upon. New evidence from a
numerically simulated turb;lcnt boundary layer (Robinson, Kline, and Spalart 1990)
suggests that sweeps and ejections actually occur simultaneously with a spanwise
separation between them rather than sequentially in the streamwise direction as initially
suggested.

(4) VYortical Structures, Defined as connected vortices with more than one spatial
orientation, vortical structures of various forms have been observed in the near-wall
region. They are generally believed to be the cause of the other coherent motions near the
wall (categories 1-3) and thus the underlying mechanism for the production of turbulence
in the near-wall region. Conclusions on the shape of the vortical structures believed to be
responsible for the bursting phenomenon cannot be resolved from the experimental results
due to inherent difficulties in making complete vortical structures visible and
distinguishing between ensemble averages and individual realizations. Many investigators
have proposed that the sequence of events related to bursting is intimately linked to quasi-
streamwise hairpin-shaped vortical structures in the near-wall region (Willmarth and Tu
1967; Kline et al. 1967; Hinze 1975; Wallace 1982, 1985) while others report (not
necessarily conflicting) ring-shaped vortices (Falco 1974, 1983) or inclined roller eddies
(Townsend 1976). Recent numerically simulated turbulent boundary layer results
(Robinson, Kline, and Spalart 1990), however, have provided evidence that a strong

association exists between hairpin-like vortical structures near the wall and both ejections




and sweeps.

An illustration of the quasi-streamwise vortex structure and its relationship to the
coherent motions observed near the wall is shown in Figure 1-1. The presence of the
vortex structure is physically consistent with all the observed behavior in the wall region.
It is assumed to form from an initially spanwise vortex near the wall that becomes kinked
due to <>me random perturbation in the flow and subsequently stretched by the mean flow
into a U-shaped loop. As the loop is stretched as it is convected downstream, it lifts from
the wall due to the self-induction of the legs of the vortex structure. Because the vortex
structure is inclined to the wall, an outward flow of fluid against the mean flow is
experienced between the counter-rotating legs of the structure reminiscent of ejections.
The outward flow creates a localized region of low-speed fluid beneath the structure that
lifts from the wall with the structure as it convects downstream, consistent with the
behavior of low-speed streaks. Along the outboard sides of the legs and head of the
vortex structure, a wallward flow of fluid in the direction of the mean flow results, which
is consistent with the appearance of sweeps and high-speed streaks at the wall. As the
structure moves away from the wall due to the self-induction of the rotating legs, it
experiences a higher mean velocity, which acts to stretch the structure even more rapidly.
This causes the vortex to rotate even faster due to the conservation of angular momentum
that, in turn, causes it to move more rapidly away from the wall and into regions of even
higher mean velocity. The process is highly nonlinear and leads to a rapid destabilization
and disintegration of the structure reminiscent of bursting.

(5) Near-wall shear layers, Regions of locally high shear evidenced by rapid changes
in streamwise velocity are observed in the near-wall region y* < 80 (Conino and Brodkey
1969). The shear layers are typically inclined 10 the wall by an angle of < 20°. The shear

layer instabilities are believed to play a dominant role in the production of turbulence in the
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near-wall region and have been used as a trigger to detect the presence of bursting in the
near-wall region.

(6) Near-Wall Pockets, Pockets or roughly circular regions in the sublayer that are
swept clear of marked fluid particles have been observed in flow visualization studies
(Falco 1983). They are believed to be an impression of some outer structure that induces
fluid towards the wall. Other investigators, however, have suggested that they are merely
an artifact of the marking technique and not of dynamical significance to the turbuleni

flow.

Quter-Region Turbulence Structure

Categories (7) and (8) in the taxonomy of structures are the two types of coherent
motions observed in the outer portions of the boundary layer. Although they are referred
to as outer flow structures, they have often been found to extend very close to the wall.

(1) Large (8-scale) discontinuities in u. Shear layers or sharp jumps in the streamwise
velocity (not to be confused with the small-scale high-shear layers observed in the near-
wall region) are observed to extend across the full thickness of the boundary layer (Brown
and Thomas 1977; Brodkey, Wallace, and Lewalle 1984). The angle of inclination of
these large-scale shear layers, or 'backs'’ as they are called, is between 12° and 30°. Some
results suggest that they are related to bulges in the turbulent/potental-flow interface and
high-production events near the wall (Brown and Thomas 1977, Pratun and Brodkey
1978, Thomas and Bull 1983). It has even been suggested that they are phase-linked to
the bursting process. In general, the phase relationship between d-scale backs and near-
wall flow structures and events remains unclear based on the available expenimental
results.

(8) Large-scale motions, At the edge of the boundary layer 15 a highly contorted and
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undulating surface that separates the turbulent and nonturbulent (potential) flows (Corrsin
and Kistler 1955). This interfacial region contains bulges of low-speed fluid from within
the boundary layer that have dimensions of & in both the streamwise and spanwise
directions. In addition, deep and narrow crevices of free-stream fluid extending
downward, in some cases very near the wall, have been observed (Kovasznay et al.
1970). Beneath this surface exists large-scale fluid motions, the precise form of which is
a subject of controversy. The large-scale structures that have been reported take one of
two (not necessarily conflicting) forms: a §-scale spanwise vort3x that rotates in the
direction of the mean shear (Willmarth and Wooldridge 1963, Willmarth 1975, Fiedler
1986, Kobashi and Ichijo 1986) and a 8-scale horseshoe-shaped vortical structurc
(Theodorsen 1952, Brown and Thomas 1977, Thomas and Bull 1983). The large-scale
structures appear to be inclined to the wail; however, angles of both 12-30° and 45° are
reported. This has introduced some controversy as to the relationship between the large-
scale structures and the &-scale backs. Falco (1974) has reported that the average large-
scale eddy structure assumes the form of a cochlear spiral similar to that of a breaking
wave with a mushroom-like appearancs when viewed on end.

The form of the large-scale structures, as well as their relationship to the backs,
bulges, and crevices in the turbulent/nonturbulent interface, is not entirely clear from the
existing body of results. This is presumably related to the inherent difficulties in making
the complete structure visible and distinguishing between ensemble averages and

individual realizations.

The major issuc in the study of the structure of boundary layer turbulence concemns the

spatio-temporal relationships and/or interactions between the vz-ious flow structures and
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whether the various flow structures are separate entities or part of a larger process. Some
investigators feel that the outer flow structures are merely outwardly diffused wall
wrbulence, while others feel it is the large-scale outer structures that are responsible for
the turbulence in the inner layers. Still others feel that the inner and outer layers interact,
with both contributing equally to the collection of events in the boundary layer. At

present, very little is understood about these possible interactions.

1.1.2 Relation Between the Wall Pressure and Organized Flow Structures

Orisin of the Fluctuating Wall P

The quasi-coherent structures that are distributed throughout the turbulent boundary
layer produce turbulent velocity fluctuations that, in turn, generate a fiuctuating pressure
field in the turbu:ent flow and at any toundary surfaces. For an incompressible flow, the
pressure field is related to the velocity field through Poisson's equation, obtained from the
divergence of the momentum equation (Kraichnan 1956):

PP U
a7 Pox, (1.1

The Poisson equation for the fluctuating component of pressure can be obtained by
s.bstituting for the pressure and the velocity in equation (1.1) sums of a mean and
fluctuating component (i.c., P=P+p, U,=U,+u, ) and subtracting off the mean of the
resulting equation (Reynolds decomposition). The resulting Poisson relation for the
fluctuating wall pressure becomes

o%p
—=-pQ, 1.2
o pQ (1.2)

,!,
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where Q is the source term for the fluctuating wall pressure given by the following
expression:

2 . (1.3)

d e
Q:m(u;uj +u;U; + uU; - uip)

Considering a two-dimensional wall-bounded flow, where Uz=0, Us=0, U;=Uj(x3), and
employing the usual boundary layer assumptions, the expression for the source term

becomes (see Lilley and Hodgson 1960)

o dU 9w 2
Q=250 ax * awax; ik O (1.4)

This equation for the source term shows that there are two types of processes
responsible for the fluctuating pressure in equation (1.2). The first term represents an
interaction of the mean shear with the wall-normal turbulent fluctuations and is linear in
the turbulent velocity fluctuations. The second term represents an interaction of the
turbulent fluctuations with themselves and is quadratic in the turbulent velocity
fluctuations. It is generaliy assumed that the contribution of the nonlinear quadratic terms
to the wall pressure can be neglected since the velocity fluctuations are small compared to
the mean shear. Even though Panten and Linebarger (1974) have shown that the
turbulence interaction terms contribute minimally to the wall pressure (~6 percent),
neglecting them is still a subject of much debate since small-scale, large-amplitude
disturbances observed very near the wall (see Section 1.2.2) suggest the existence of
strong nonlinear processes. Nevertheless, with this assumption the equation for the

fluctuating pressure after setting u; = v, U;=U, x; = X, and x; = y becomes
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P pdI (1.5)

A solution to equation (1.5) is obtained by integrating over the boundary layer sources
(Lilley and Hodgson 1960). The resulting integral representation for the pressure

fluctuation experienced at a point X, due to the velocity fluctuations at points X, in the

entire half-space above the wall containing the flow is then

_of v ave
p(x_P't) = nfv dy ax lx—s_—x-a ) (1°6)

Because contributions to the wall pressure from surface integrals are at least two orders of
magnitude less than contributions frorn volume iategrals (Lilley and Hodgson 1960), the
surface integral has been neglected in equation (1.6). Finally, the expression for the wall
pressure is obtained by setting the point at which the pressure is evaluated equal to the

origin on the wall, xp=0, such that

dv(x;) (1.7)
| xs| -

¥y

_ <Pl du
pw(t) = p(0.) = - L dy

Any reference to fluctuating pressures or use of the term p(t) throughout this dissertation

refers exclusively to the fluctuating pressure at the wall.
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Character of the Wall Pressure Field

Because equation (1.7) is a volume integral over the entire half-space containing the
flow, the fluctuating pressure at any single point on the wall is not highly correlaied with
the velocity fluctuations at any single point in the flow but is instead associated with
wurbulent velocity fluctuations throughout the entire flow. As a result, the fluctuating wall
pressure is made up of contributions from turbulent structures (or pressure sources)
throughout the boundary layer. Because the contributions of the various velocity
fluctuations to the wall pressure in equation (1.7) are weighted by r!, where r =|X;]| is
the distance between the wall pressure and turbulent source locations, contributions to the
wall pressure from coherent structures in the boundary layer should diminish with
increased distance from the wall. By examining the spectral solution to equation (1.7) and
the potential turbulent sources from various regions of the boundary layer contributing to
the fluctuating wall pressure, the charecter of the wall pressure field has been investigated
(Bradshaw 1967, Panton and Linebarger 1974, Blake 1986).

The solution suggests that three separate spectral regions exist for the wall pressure
fluctuations corresponding to three separate turbulent source regions in the boundary
layer. Turbulent sources in the innermost portions of the boundary layer (y* < 30)
contribute to the high-frequency portion of the wall pressure specaqum and lead to an w3
frequency dependence for the spectral energy. Sources in the log portions of the
boundary layer (including the inner portion of the wake re, .. (y* > 30 to y/6 < 0.6))
contribute to the intermediate speciral frequencies and result in an ! frequency
dependence for the spectrum. Finally, the solution suggests that sources located in the
outermost portions of the boundary layer (y/6 > 0.6) (including the turbulen/nonturbulent
inserface) and in the portion of the potential flow outside of the boundary layer that

experiences irrotational velocity fluctuations due to the undulating turbulent/nonturbulent

x
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interface contribute to the low-frequency portion of the wall pressure spectrum and lead to
an «? frequency dependence.

Experimental and numerically simulated planar wall pressure spectra are in general
agreement with these suggested spectral wends (Willmarth and Wooldridge 1962, Bull
1967, Schloemer 1967, Blake 1970, Emmerling 1973, Panton et al. 1980, Schewe 1983,
Farabee and Casarella 1991, Choi and Moin 1990, and others). The mid- and high-
frequency regions of ! and - frequency dependence are observed in nearly ali the
results. The low-frequency w?frequency dependence is not characteristic of all the
measurements, however, because of contamination of the wall pressure measurements
from facility noise and vibration at low frequencies. Identification of the turbulent source
regions in the boundary layer contributing to the various spectral regions has been
accomplished by examining the scaling relationships necessary to collapse the various
regions of the experimental and numerical wall pressure spectra (Choi and Moin 1990;
Farabee and Casarella 1991, 1.¢ith, Hurdis, and Abraham 1991). The scaling behavior of
the measured spectra is consistent with the multlayer structure suggested from equation
(1.7) (see Section 4.2.2).

Further evidence for the multilayer structure of the wall pressure field has been
provided by directly probing the turbulent source regions of the boundary layer
responsible for the wall pressure fluctuations through simultaneous pressure velocity
measurements. Although turbulence source contributions to the wall pressure diminish
with distance from the wall due to the r! term in equation (1.7), these measurements have
revealed a definitive link between the wall pressure and flow structures throughout the

entre boundary layer.

X
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Turbulent S Contribut he Wall P

The fluctuating wall pressure has been found to be correlated to turbulent velocities in
the flow from very near the wall (y* = 4, Johansson et al. 1987) to distances of over 2.58
from the wall (Panton et al. 1980). Because the length scales and coherent structures that
exist in the flow change with distance from the wall, the character of the pressure-velocity
relationships also change. In overall terms, the relationship between the wall pressure and
turbulent velocities takes two general forms: large-scale, low-frequency associations
presumably related to large-scale outer-flow structures and small-scale, high-frequency
associations confined primarily to the near-wall region, presumably related to the burst-
sweep cycle of events (Kobashi and Ichijo 1986).

Quter-region turbulent sources, The large-scale pressure-velocity relationships have
been observed to take two forms. Measurements of the low-frequency, large-scale
contributions to the wall pressure from the outermost portions of the boundary layer, the
turbulent/potential-flow interface, and the irrotational velocity fluctuations in the potential
flow (0.5 < y/d < 2.6) have been examined in the noise-free, low free-stream turbulence
environment of the boundary layer on the fuselage of a sailplane (Panton et al. 1980).
Although some of these velocity measurements were made well outside of the boundary
layer, they still retained a strong correlation with the wall pressure. For y/d > 1, the
correlations Rpu and Rpv indicate that the u and v components of velocity for the large-
scale, pressure-producing structure are 90° out of phase (where u leads v). Panton et al.
expiained this observed phase relation between the velocities and the wall pressure by
considering a potential flow over a wavy wall and Bemoulli's equation for the associated
pressure. This model was originally proposed by Bradshaw (1967) to describe the low-

frequency, large-scale contributions to the wall pressure spectrum (i.e., region of w?

dependence) originating in the outer irrotational flow.
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For y/d < 1, the form of the pressure-velocity correlations changes reflecting an out-
of-phase relationship between the u and v velocity components. This relationship has
been found to be generally true throughout the bulk of the boundary layer where almost all
the Rpu and Rpv correlations are of opposite sign (Willmarth and Wooldridge 1963). This
led Willmarth (1975) to suggest that a rotating spanwise-oriented vortcx was responsible
for the observed flow behaviors in the outer region of the boundary layer. At the
downstream side of the vortex, one can imagine a flow towards the wall (v < 0) of high-
speed fluid (u > 0) from the outer portion of the boundary layer, while at the upstream
side of the vortex, there would be a flow away from the wall (v > Q) of low-speed fluid
(u < 0) from the inner portions of the boundary layer. For the conceptual model to be
consistent with the observed signs of Rpu and Rpv, it was assumed that the passage of the
vortex structure produced a reduced pressure at the wall. The physical basis for this,
however, is unclear. By computing the contributions to p and v with an arbitrary
displacement of a hot-wire probe with respect to a pressure probe, an Rpv correlation was
produced qualitatively comparable to the actual measurements. No mention was made of
the form of the streamwise velocity component.

Kobashi and Ichijo (1986) also computed pressure-velocity correlations for a large-
scale rotating vortex in a boundary layer in an attempt to model the average large-scale
structure that contributes to the low-frequency pressure-velocity correlations. Although
their computed Rpv correlations are comparable to their measurements as Willmarth
(1975) found, their computed Rpu correlations only appear similar to the measurements
very near the wall and past the edge of the boundary layer, indicating some deficiency in
the assumed form of the model. Because they did not state their assumptions, it is
difficult to deduce the cause for the discrepancy between the computed and measured

results.




17

Near-wall turbulent sources, Near-wall contributions to the wall pressure have been

found to be of fundamental importance to the overall character of the fluctuating wall
pressure signal. Very small-scale, large-amplitude wall pressure fluctuations with
inagnitudes as large as 9p;ns have been detected (Emmerling 1973, Schewe 1983,
Karangelen et al. 1991). Although these large-amplitude wall pressure fluctuations only
occur a small percentage of the time, they contribute significantly to the total rms wall
pressure level. Schewe (1983) found that pressure fluctuations of magnitude p 2 13pms!
occur 1 percent of the time but contribute 40 percent to the rms wall pressure level.
Because these large-amplitude fluctuations have an average propagation velocity that is
consistent with that for flow structures in the buffer region (y* = 30) (Emmerling 1973,
Schewe 1983), it appears that they are related to the bursting process in the near-wall
region. Further support for this has been provided by correlation measurements b-**veen
p and all three components of velocity in the aear-wall region (Willmarth and Woowuridge
1963, Willmarth and Tu 1967). The isocorrelation pressure-velocity contours that result
produce a picture consistent with the presence of a quasi-streamwise vortex structure
(Figure 1-1) if the lower loop of the vortex line is aligned with the pressure transducer—
the configuration for which an optimum effect on the wall pressure by these randomly
passing vortex structures would occur. It should be kept in mind that the vortex structure
is convected at the local mean velocity so that the correlations are derived from the
ensemble of a number of realizations.

Investigations of these high-amplitude wall pressure peaks and their relationship to
flow structures in the near-wall region through the use of conditional sampling techniques
on the pressure and velocity signals have revealed that positive high-amplitude wall
pressure peaks are related to streamwise shear layers [accelerations in u(t)] in the near-

wall region (Thomas and Bull 1983; Johansson, Her, and Haritonidis 1987; and
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Haritonidis, Gresko, and Breuer 1990). Johansson, Her, and Haritonidis (1987) found
that a bi-directional relationsiiip (i.e., one-to-one correspondence) exists between these
large-amplitude positive wall pressure peaks and accelerating streamwise velocity events
and concluded that buffer region shear-layer structures related to the bursting process are
to a high degree responsible for the generation of large positive wall pressure peaks.
Such a bi-directionality would imply that detection of burst events could be triggered by
monitoring the wall pressure. Results indicating that the frequency of occurrence of large-
amplitude (Ip/prmsl 2 2.5) wall pressure events (Karangelen et al. 1991) is consistent with
that measured for bursting events in the buffer region (Blackwelder and Haritonidis 1983)
appear to lend support to this prospect. From direct numerical simulation of a turbulent
channel flow, Kim (1989) has concluded that the large-amplitude wall pressure
fluctuations are a ‘footprint’ of the bur.ting phenomenon.

Johansson, Her, and Haritonidis (1987) also reported that the large-amplitude
negative wall pressure peaks are related to periods of high streamwise velocity (u > 0). In
a subsequent investigation, however, Haritonidis, Gresko, and Breuer (1990) constructed
the joint probability density function w(u,v) of u and v weighted by the pressure (i.e.,
p*w(u,v)) and arrived at the conclusion that positive pressures are primarily associated
with swesp-type events (u > 0, v < 0) while negative pressures are associated with both
ejections (u <0, v > 0) and inward interactions (u < 0, v < 0). They also reported that the
primary coupling mechanism between the wall pressure and flow structures in the buffer
layer is the normal component of velocity. The cause for the contradictions between their
two sets of measurements is difficult to interpret at this time.

Interdependency between inner and outer contributions, A possible relationship
between these near-wall, high-amplitude nressure peaks and the large-scale structures in

the outer portions of the flow was investigated by Thomas and Bull (1983) by separating

X,
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their pressure signal into low-frequency and high-frequency portions. By correlating the
low- and high-frequency portions of the signal and conditional sampling the low-
frequency portion of the signal on the high-amplitude pressure peaks in the high-
frequency portion of the signal, they concluded that the low- and high-frequency
disturbances were interdependent. They also proposed that the large-scale structures are
phase linked to the bursting process. The phase relation and causality between large-scale
structures and high turbulence production events near the wall, however, is a subject of

much controversy (Kline and Robinson 1990).

1.1.3 The Structure of Turbulence in a Cylindrical Boundary Layer

The Axi ic Turbulent Boundary |

The equations of motion for an axially symmetric flow, such as the axial flow over a
cylinder,3 retain the same form as for the two-dimensional planar boundary layer case
only if the boundary layer thickness is much smaller than the radius of the contour of the
body (Schlicting 1979). For the boundary layer on a cylinder in axial flow, this condition
is not satisfied if the the cylinder is sufficiently long and thin since the growth of the
boundary layer can cause its thickness to approach or exceed the radius of the cylinder.

As a result, the ratio d/a serves to characterize the degree of transverse curvature of the

cylinder and the extent to which the fundamental two-dimensional character of the

3 A boundary layer on a cylinder in axial flow is not strictly axisymmetric if the cylinder is yawed
with respect to the mean flow. However, the overall character of an "axisymmetric turbulent boundary
layer” and a "turbulent boundary layer on a cylinder in axial flow" that is nearly axisymmetric is likely to
be very similar, In this dissertation, the phrases "boundary layer on a cylinder in axial flow,” "boundary
layer with transverse curvature,” and "cylindrical boundary layer™ arc used synonymously.




20

boundary layer is altered4.

A transverse curvature ratio of zero (&/a = 0) corresponds to the limiting case of a two-
dimensional planar boundary layer. As 8/a approaches infinity, the limiting case of a
cylindrical wake flow is obtained. Lueptow, Leehey, and Stellinger (1985) and Lueptow
and Haritonidis (1987) have shown that the point at which transverse curvature begins to
affect the flow is d/a = 1, evidenced by a fuller mean velocity profile and increased
coefficient of friction from that observed in a planar boundary layer (see Section 3.3.2).
For 8/a < 1, the effect of transverse curvature is thus minimal and the boundary layer is
similar to a planar boundary layer. For 8/a > 1, however, the boundary layer can be much
thicker than the radius of the cylinder and, as a result, the omer flow becomes increasingly
independent of the wall. Denli and Landweber (1978) suggest that the cylinder may be
considered as a small vorticity- and turbulence-producing disturbance, making the flow
similar to a cylindrical wake flow with a modified inner boundary condition. Considering
the diminished role of the wall in the cylindrical boundary layer, differences can be

expected to exist in the turbulence structure.

The Effect of Transverse Curvature on the Structure of Boundary Layer Turbulence

Although research on the cylindrical boundary layer has been going on for nearly 40
years, most of the investigations have concentrated on the effect of transverse curvature
on the mean properties of the flow field. Only a handful of investigations over the last 20
years have considered the effect of wansverse curvature on the turbulence structure. For a

detailed account of all these studies, the reader is referred to the exhaustive review of

40ther parameters utilizing the addivional length scale "a" have been introduced o charncterize the
degree of transverse curvature of the boundary layer (Lucptow 1988). The ratio of 8/a, however, is the
most common and the most intuitive.
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Lueptow (1988). All the investigations into the structure of turbulence in the cylindrical
boundary layer have considered the fluctuating wali pressure and the turbulent velocity
field separately. The turbulent velocity field in the cylindrical boundary layer has been
investigated the most extensively, covering the range of 8/z of 1 to 40. The only wall
pressure measurements made in a cylindrical boundary layer were performed by
Willmarth and Yang (1970) and Willmarth et al. (1976) with &/a = 2 and 4, respectively.

Velocity measurements in a cylindrical boundary layer have revealed that the distances
from the wall for the maximum turbulence intensity and the ensemble-averaged events
detected using VITA are similar to those found in planar boundary layers and other wall-
bounded flows. This led Lueptow et al. (1985) and later Lueptow and Haritonidis (1987)
to suggest that the burst-sweep cycle is the underlying mechanism responsible for the
generation of turbulence at the wall in the cylindrical boundary layer as it is for a planar
boundary layer and other wall-bounded flows. A near-wall streaky structure similar to
that in a planar boundary also appears to be present in the cylindrical boundary layer
(Lueptow and Jackson 1991). Even so, significant differences conceming the global
structure of the boundary layer have been observed.

Eddy length scales, From computed wall pressure convection velocities from
streamwise-separated pressure transducers, Willmarth and Yang (1970) and Willmarth et
al. (1976) found that the convection velocity for the pressure-producing eddies in the
cylindrical boundary layer was the same as that for a planar boundary layer. However,
since the mean velocity profile convecting the eddies in the cylindrical boundary layer is
fuller due to the effect of transverse curvature, they asserted that the pressure-producing
eddies in the cylindrical boundary layer are necessarily nearer to the wall where the
velocity is lower and therefore smaller than those in a planar boundary layer. This

conjecture was strengthened by their space-time correlation measurements of the wall

o
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pressure, which illustrated that constant wall pressure correlation contours were
compressed in the spanwise direction as compared to those observed in a planar boundary
layer, indicating a reduction in the transverse scale of the turbulent eddies.

Because the cylindrical boundary layer has a limited lateral extent (which is equal to 25
as 'a’ approaches zero), Willmarth pointed out that the peripheries of the larger eddies
whose dimensions approach or exceed that of the cylinder extend in the transverse
direction into regions where the mean velocity is higher. As a result, Willmarth attributed
the transverse reduction in scale of the eddies to the transverse shearing action that results
from the limited lateral extent of the cylindrical boundary layer. This effect is clearly not
present in the planar boundary layer where no constraints are imposed on the lateral extent
of the boundary layer and all portions of an eddy at a given distance from the wall
experience the same mean velocity. Wiilmarth and Yang (1970) and Willmarth et al.
(1976) provided further support for the presence of a larger percentage of small eddies by
finding that for the cylindrical boundary layer the two-point pressure correlation decays
more rapidly in the streamwise direction’ and that the wai! pressure spectra contain less
energy at low frequencies and more energy at high frequercies than is observed in a
planar boundary layer.

Unconstrained outer flow, For large &/a, the size of the larger eddies can exceed the
dimension of the cylinder. Consequently, only a portion of the eddy is actually bounded
by the cylinder wall and, as a result, the structure and evolution of these large-scale
structures should not depend directly upon the presence of the wall (Willmarth et al.
1976). This is ciearly not the case in a planar boundary layer where even the largest
cddies are completely bounded by the wall on one side. Flow visualization experiments

performed in a cylindrical boundary layer indicate that large-scale structures actually move

SAn eddy of any size decays after a distance proportional to its size (Willmarth and Wooldndge 1962).
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from one side of the cylinder to the other (Lueptow and Haritonidis 1987). Reynolds
stress and turbulence intensity profiles are also markedly different from the respective
planar profiles (Lueptow et al. 1985). Although the cylindrical boundary layer profiles
drop off much more rapidly with distance from the wall than the planar profiles indicating
less turbulent energy throughout the bulk of the boundary layer (presumably related to the
smaller turbulent eddies), the profile magnitudes exceed the planar boundary layer values
for y/8 > 0.8. This illustrates that the turbulent eddies are more energetic in the outer
portions of the cylindrical boundary layer, presumably due to the lack of constraint on the
eddies by the wall of the cylinder. Intermittency levels mcasured by Lueptow and
Haritonidis (1987) indicate that the mean location of the turbulent/nonturbulent interface is
25 percent farther from the wall than that in a planar boundary layer. They attribute.; the
difference to the more energetic eddies in the outer portion of the cylindrical bo: »dary
layer “filling out” the boundary layer more fully before being dissipated.

Quter-flow/inner-flow interaction, Since the wall does not constrain the - otion of
eddies in & cylindrical boundary layer as much it does in the planar case, ®ere is the
possibility for substantial interaction between the inner (near-wall) and outer large-scale)
structures of the boundary layer. Lueptow and Haritonidis (1987) sug;est that these
large-scale outer structures may uigger turbulence at the wall as they wash or sweep by
the surface of the cylinder. Although the inner and outer flows for a planar boundary
layer are generally believed to interact only weakly (Kline and Robinson 1990), it appears
that the interzction is much stronger for the cylindncal boundary layer (Lueptow and
Haritonidis 1987).

Circumferentially coherent struciures, Velocity correlations measured between
spanwise and streamwise separated probes near the wall (y* = 8) and in the outer region
(y* = 77) by Lueptow and Haritonidis {1987) indicate a negative comrelaton for all spatial
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separations used. Similar correlations for a planar boundary layer by Favre et al. (1957.
1958), however, were positive. Lueptow and Haritonidis (1987) suggested that the
difference could be due to the splitting of a high-speed sweep of fluid around each side of
the cylinder as it approaches the wall, although it may have been related to the specific
choice of spanwise separation. This sort of cirxcumferentially coherent flow structure does
not occur in a planar boundary layer, where little spanwise moticn is experienced by
wallward moving fluid. Considering the periodic condition in the spanwise direction in a
cylindrical boundary layer, it remains unclear what effect this circumferential constraint

may impose on coherent structures near the wall.

1.2 Research Objectives

The relationship between the fluctuating wall pressure and turbulent structures in the
flow have been studied extensively in a planar boundary layer. Although research has
been performed to examine the fluctuating wall pressure and turbulent structure of a
boundary layer on a cylinder in axial flow, this work has considered the fluctuating wall
pressure and turbulent velocity field separately. Thesc studies have indicated that
aithough the mechanism of turbulence production near the wall in the cylindnical boundary
layer 1s similar to that for other wall-bounded flows, there appear to be significant
differences in the size, distnbution, and motion of colerent structures 1n a cylindncal
boundary layer compared 0 a planar boundary layer. To understand the relationship
between the organized motions wn the cylindrical boundary layer and the fluctuating
pressure at the wall, simultancous wall pressure and turbulent velocity measurements have
been made in a cylindnical boundary fayer in this investigation. The goal is to deduce the

character of the flow structutes that contnbute to the fluctuating wall pressure in 2
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turbulent boundary layer on a cylinder in axial flow.

The investigation to be undertaken is primarily experimental and entails simultaneous
measurements of the fluctuating wall pressure beneath and streamwise turbulent velocities
within the turbulent boundary layer that develops on a cylinder in axial flow with §/a = 5.
To be able to fully elucidate the global character of the cylindrical boundary layer and the
various flow phenomena known to contribute to the wall pressure in a planar boundary
layer, the velocities were measured throughout a relatively large portion of the boundary
layer. In relation to the wall pressure transducer, the measurements spanned a distance of
nearly 23 in the wall-normal and streamwise directions and a circumferential extent of 40°.
In order to investigate the turbulent sources that contribute to the fluctuating wall pressure,
several data analysis techniques were employed. They include the statistical and spectral
properties of the fluctuating wall pressure and turbulent streamwise velocities, conditional
sampling of the pressure and velocity measurements using VITA and pressure-peak
detection methods, pressure-velocity cross spectra (coherence and phase), and pressure-
velocity cross correlations.

The results of this study are ultimately aimed at efforts to reduce, control, or account
for the "self-noise” caused by turbulent pressure fluctuations at the cylindrical surface of a
towed hydrophone (sonar) array. Of equal interest is the fundamental understanding to be
gained on the structure of turbulence in a boundary layer flow with transverse wall
curvature. A final motivation is to provide an experimental data base for comparison with
direct numerical simulations of a turbulent cylindrical boundary layer conducted by

Neves, Moin, and Moser (1991) at the NASA Ames Research Center.

The remainder of this dissertation is organized as follows. The wind tunnel facility,

cylindrical model, measurement instrumentation, data acquisition, and data analysis
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techniques will be described in Chapter 2. Factors related to the experimental
environment that can affect the accuracy of the measurements performed, including
extrancous flow disturbances, transducer resolution, and the mean properties of the
turbulent boundary layer, are discussed in Chapter 3. Individual record analyses of the
pressure and velocities (statistics and spectra) are presented in Chapter 4. Joint record
analyses of the pressure and velocity measurements are presented in Chapter §
(conditional sampling) and Chapter 6 (cross spectra and cross correlations). Finally, all
significant findings and developed understandings derived from the analyses in Chapters

4 through 6 will be summarized and discussed in Chapter 7.




CHAPTER 2

EXPERIMENTAL INVESTIGATION

This chapter provides information pertaining to the experimental equipment and
techniques used to acquire the data and results presented throughout this dissertation.
This includes a description of the wind tunnel facility in which the investigation was
conducted, the cylindrical flow model on which all boundary layer measurements were
made, and all instrumentation required to perform the measurements. Also included are
details of the experiments conducted for this investigation, the data acquisition and storage
systems used to record the measurements, and the analysis methods used to examine the

data.

2.1 Experimental Apparatus

In order to address the effect of transverse wall curvature on the fluctuating wall
pressure and structure of boundary layer turbulence, several experimental requirements
needed to be met. The first requirement concemed the need to generate an axisymmetnc
boundary layer on the cylinder by climinating cylinder sag, obtaining precise alignment of

the cylinder with the mean flow, and obtaining a straight cylinder with a uniform cross
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section. Willmarth et al. (1976) found that a cylinder yaw angle of 1 degree (due to
misalignment, sag, or a bend in the cylinder) could result iit rms wall pressure differences
of up to 20 percent from one side of the cylinder to the other. Lueptow et al. (1985)
found that a similar difference existed for the boundary layer thickness for yaw angles as
small as 0.1 degree. The second requirement involved the need to produce a low-
turbulence, low-noise flow environment for the wall pressure and hot wire measurements.
Such disturbances can have pronounced effects on the character of sensitive boundary
layer measurements. The third experimental requirement was to generate a thick
cylindrical boundary layer (8/a > 1) so that the effect of transverse curvature on the
fluctuating wall pressure and turbulent flow field could be appropriately studied. The
final experimental requirement was to minimize transverse cylinder vibration due to the
transmission of low-frequency floor and building vibrations into the wind tunnel and
ultimately the cylindrical model. Such vibrations can produce spurious low-frequency
pressure signals and affect velocity measurements performed close to the wall.

In answer to the experimental requirement to generate a highly axisymmetric
cylindrical boundary layer, a vertical wind tunnel was designed and built for this research.
With the test section in a vertical orientation, gravity effects leading to cylinder sag were
climinated. The overall design and layout of the wind tunnel, as well as specific design
features incorporated into the wind tunnel to satisfy the remaining experimental
requirements, are discussed in Section 2.1.1. The cylindrical model and model support
system designed and built for these experiments, as well as the additional design features
implemented to fulfill the experimental requirements, are discussed in Sections 2.1.2 and

2.1.3.
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2.1.1 Vertical Wind Tunnel Facility

A low-speed, open-circuit indraft wind tunnel was designed and built for these
experiments. The wind tunnel consists of six separate sections. These are the settling
chamber, contraction section, test section, diffuser, blower and motor, and silencer
section. A schematic of the wind tunnel and its orientation in the laboratory appears in
Figure 2-1. The overall dimensions of the tunnel were 24.5 ft high by 12.5 ftlong and S
ft wide. Because of the large vertical dimension, a portion of the wind tunnel passed
through a 6-ft by 4-ft passage in the first floor laboratory ceiling and into a 12-ft by 12-ft
by 12-ft inlet room with acoustical wall treatment on the second floor. The wind tunnel
was designed to operate at a maximum speed of 45 m/s using an 8-hp motor. For the
experiments discussed herein, the blower was powered by a 3-hp dc motor resulting in a
maximum speed of 20 my/s.

The settling chamber directs the ambient air into the wind tunnel and acts to condition
the flow before it enters the contraction section. It is the primary source responsible for
the production of a low-turbulence flow environment. It has a 45.25-in.-square cross
section and an overall length of 42.5 in. It consists of nine separable sections made from
3/4-in.-thick plywood with a formica inner surface. The first four sections each support
an 18-mesh aluminum window screen while the last five sections each support a 30-mesh
stainless steel screen. The section containing the fourth 18-mesh screen also houses a
25,000-cell aluminum honeycomb element (0.25-in. cell size, 2-in. length). Each screen
was contained in a separate removable box to allow interchangeability and access for
cleaning of the screens.

The purpose of the scieens is to produce a unifortn mean velocity profile through the
imposition of a large pressure drop across the screen. In addition, the screens break up

large-scale structures (eddies) in the inlet flow so that they can dissipate prior to entering
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the test section, thus reducing axial velocity fluctuations (u). The purpose of the
honeycomb is to axially align the flow, remove swirl, and suppress lateral turbulent
velocity fluctuations (v and w). The flow conditioning elements were selected and
arranged to achieve a maximum turbulence reduction in a minimum streamwise length.
The minimum length was necessary due to the constraints imposed by the dimensions of
the laboratory space and the need to avoid the generation of excessively thick wall
boundary layers that are susceptible to separation in the contraction section. Downstream
of the final 30-mesh screen is a 10-in.-long, formica-sufaced plywood settling region
attached directly to the inlet of the contraction section. It serves to allow any small-scale,
screen-generated turbulence to dissipate prior to the flow entering the contraction section.
The primary references used for the design of the settling chamber flow conditioning and
turbulence management devices were Wieghardt (1953), Loehrke and Nagib (1976),
Mehta and Bradshaw (1979), Tan-Atichat et al. (1982), Batill et al. (1983), Nagib et al.
(1984), Rac and Pope (1984), and Batill and Nelson (1989).

The contraction section accelerates the flow and provides additional turbulence
suppression by increasing the mean flow velocity relative to the existing level of
turbulence, thus decreasing the turbulence intensity. The contraction has a 45.25-in.-
square inlet cross section and a 13.8-in.-square outlet cross section, resulting in a
contraction ratio of 10.8:1. The total length of the contraction section is 54.5 in. The
contraction geometry was a third-order matched spline polynomial (Batill et al. 1983,
Batill and Nelson 1989) with a match point at x/L. =0.6. This geometry and match point
were chosen because they generated the most uniform outlet flow without any apparent
boundary layer separation at the outlet based on a two-dimensional numerical flow
simulation using NEKTON. The contraction section was custom built from plywood and

fiberglass with a formica inrer surface. As can be seen from Figure 2-1, because of the
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large vertical length of the wind tunnel, the settling chamber and contraction section
actually resided on the second floor above the laboratory space. A vibration isolated beam
system on the second floor landing was used to support the contraction section and the
settling chamber. It was designed to reduce the transmission of low-frequency floor and
building vibrations to the settling chamber or contraction section and ultimately into the
flow.

The test section, or the working section of the wind tunnel, has a total length of 118
in. and a 13.8-in.-square inlet cross section. The maximum possible test section length
within the constraints of the building and other wind tunnel component dimensions was
incorporated into the design so that a long cylindrical model (to be discussed in section
2.1.2) could be used to promote the development of a thick boundary layer (and thus a
large 8/a). The walls of the test section were set at a divergence angle of approximately
0.13 degrees with respect to the centerline to counteract the test section wall boundary
layer displacement thickness growth and to minimize the streamwise pressure gradient in
the test section. This results in a square outlet of 14.3 in. The divergence angle was
selected because it provided the smallest overall pressure gradients in the test section
across the full range of design flow speeds of the tunnel. The test section was constructed
from 3/4-in.-thick plywood with a formica inner surface and an aluminum external frame.
One wall of the test section contained three 36-in.-long by 12-in.-wide clear plexiglass
(0.5-in.-thick) access windows mounted flush with the inside surface of the test section.
Each of the windows was hinged and latched enabling both visual and physical access to
the entire test section and model. The interior surfaces of the test section along with the
settling chamber and contraction section were covered with the polished formica laminate
to reduce excessive boundary layer growth.

A second vibration isolation beam systern mounted on the second floor landing was
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used to support the test section. Initially, this support system was designed to allow the
test section to be free hanging and thus not in contact with any other wind tunnel
components. However, because of a tension device that was subsequently required to
appropriately support the cylinder in the test section (see Section 2.1.3), the test section
and contraction section were in hard contact and thus coupled.

Following the test section is a diffuser-elbow section that serves to decelerate the flow
and turn the flow 90 degrees into a horizontal direction. The diffuser is constructed of a
14-gauge-steel exterior case with a perforated 22-gauge, galvanized-steel interior flow
surface and & fiberglass acoustical wool lining inserted between the two. Because blower
noise has been responsible for the contamination of fluctuating wall pressure
measurements at low frequencies in previous wind tununel investigations, the 90-degree
bend and the perforated steel/acoustical lining were incorporated into the design to reduce
the blower noise from propagating upstream into the test section. The diffuser section
was custom built by VAW (Vibro-Acoustics® Western) Systems. The diffuser plus
support stand dimensions are 69 in. high, 98.25 in. long, and 40 in. wide. The inlet to
the diffuser has a 14.3-in.-square cross section that connects to the outlet of the test
section by means of a flexible couple (latex rubber). The flexible couple served to prevent
blower vibrations, which pass through the diffuser, from entering the test section and
cylinder. The outlet to the diffuser has a 32-in. circular cross section that connects
directly into the circular inlet of the blower.

The blower is an airfoil vane centrifugal fan blower (type 27 SQA) by Chicago
Blower Corporation. It is rated at 10,500 ft3/min at 1349 rpm, 3.5 in. of water static
pressure, and 8.78 bhp (5124 ft3/min at 696 rpm, 1 in. water, 1.21 bhp). This particular
type of blower was selected because of its low sound power output. The blower is driven

by means of a dual beit drive and a Minarik 180-V, 3-hp permanent magnet dc motor,
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model number 504-36-043A, with a speed range of 30-1800 rpm. The speed control is
provided by a General Electric rheostat controlled ac-motor/dc-generator set. The motor
shaft speed and, hence, blower rpm are measured using a Minarik magnetic pickup device
in conjunction with a 60-tooth gear mounted to the motor shaft. The desired test section
flow velocity was obtained by calibrating the blower rpm against Pitot tube measurements
of the mean velocity at the centerline of the test section.

The flow exiting the blower is directed through a silencer section designed to reduce
the low-frequency acoustic blower noise from entering the lab space and ultimately the
pressure measurements. It is constructed in the same manner as the diffuser and has a
vertical dimension of 84 in. The cross section is rectangular with outlet dimensions of 39
in. by 31.5 in. Air exiting the silencer is recirculated to the inlet of the settling chamber by
passing through the second floor opening through which the wind tunnel passed as

indicated in Figure 2-1.

2.1.2 Cylindrical Model

A 10-ft 3-in. long, 0.375-in.-diameter cylindrical model suspended along the
centerline of the test section was used for all the experiments. This is shown in a cutaway
view of the wind tunnel in Figure 2-2. The cylinder was fabricated from 0.375-in.-
diameter, 18-gauge brass tubing (0.295-in. 1.D., 0.040-in. wall thickness). The brass
tubing was selected because it provided the best available O.D. tolerance (£0.002-in., or
10.005-diameters)—a key factor in establishing an axisymnmetric boundary layer. A large
cylinder length-to-diameter ratio, L/(2a), is necessary to establish a large ratio of &/a, since
a long streamwise length is required to generate a large boundary layer thickness, d.
Consequently, it is desirable to use small cylinder diameters when investigating the effect

of transverse curvature. The 0.375-in.-diameter tube used for the present investigation
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was the smallest diameter tubing available that would allow internal mounting of miniature
wall pressure and vibration transducers (see Section 2.2).

The cylindrical model consists of three sections that are joined to produce one
continuous 10-ft. 3-in. model, as shown in Figure 2-2. The first section is an 8-ft-long
section of 0.375-in. brass tube with 5/16-24 internal threading on both ends. The next
section is the cylinder instrumentation section that housed the wall pressure transducer
(Section 2.2.1). Also shown in the figure is a vibration transducer installed in the
instrumentation section to monitor the oscillations of the cylinder. This will be discussed
in Section 3.1.2. The relative positioning of the instrumentation section in the model and
a blowup view of this portion of the model is shown in Figure 2-2. The instrumentation
section consists of three parts as shown in an exploded view in Figure 2-3. The first part
1s a 3.55-in.-long, 0.295-in.-0.D., 0.219-in.-1.D. support frame machined from a piece
of 0.3125-in.-diameter brass rod. Both ends of this frame were machined with 5/16-24
external threading. The next two parts are 3.000-in.-long interlocking brass half shells
machined from the 0.375-in. tubing. They snapped together over the 3.050-in.-long,
0.295-in.-0.D. center portion of the support frame forming a continuous 0.375-in.-Q.D.
shell. One end of this section was then threaded into the 8-ft-long, 0.375-in. section. A
0.025-in. extemnal step machined onto the edge of both half shells combined with a 0.025-
in. internal relief machined into the trailing edge of the 8-ft section locked the leading
edges of the half shells in place. The third and final section of the cylinder was a 2-ft-long
section of the 0.375-in. tubing machined in exactly the same manner as the 8-ft section.
This 2-ft piece threaded onto the bottom end of the support frame, locking the lower
halves of the half shells in place. The two transitions between each of the three cylinder
sections were flush to within less than 0.001 in. (~0.003 cylinder diameters, or ~ 1

viscous wall unit).
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2.1.3 Model Support and Alignment Assembly

The cylindrical model was supported in the test section by a 0.04-in.-diameter, 150-1b
tensile strength polyurethane-coated steel cable attached to aerodynamically-shaped brass
cones threaded into the nose and tail of the model. The suspended model is shown in
Figure 2-2. The upper cable extended to the center of a structural airfoil located in the
settling chamber. The airfoil was mounted in the second last downstream 30-mesh screen
frame by means of two adjustable flanges. The structural airfoil was fabricated by
covering a 52-in.-long rectangular steel bar (1.5 in. by 0.25 in.) with a 45-in.-long
laminar airfoil (INACA 634-021 profile) constructed from a balsa weod frame covered by
a layer of mylar film (2.75-in. chord length, 0.6-in. chord thickness). It was positioned
upstream of the last screen so that any large-scale structures shed from it had a chance to
pass through a fine-mesh screen prior to entering the contraction section. The position of
the airfoil and, hence, the attachment point of the support cable were adjustable along the
airfoil axis. The cable leading from the tail of the cylindrical model extended downward
to structural airfoil tubing located in a square wood frame (14.3-in. inside dimension)
mounted at the outlet of the test section. This airfoil had specially designed flanges at
cither end that enabled it to be adjusted in the plane of the test section cross section. The
combined adjustability of the upper and lower airfoils allowed for precise alignment of the
cylindrical model with the mean flow (see Section 3.2.1).

Following the lower structurai airfoil, the cable passed through the wall of the 14.3-
in. square frame and into a ratchet torque tension device that was used to place the
cylinder under 75 Ib of tension. This device was needed to eliminate the bow in the
cylinder due to the inherent non-straightness of the tubing and thus improve the
axisymmetry of the boundary layer (see Section 3.2.1). The tension apparatus did,

however, act to couple the settling chamber, contraction ssction, test ssction and
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cylindrical model. Because of the use of the brass support frame in the cylinder
instrumentation section, the shell of the instrumentation section that housed the pressure

transducer (see Section 2.2.1) did not experience any stress from the tensile loading.

2.2 Instrumentation and Calibration
2.2.1 Fluctuating Wall Pressure Measurements

Measurements of the fluctuating wall pressure were made in the instrumentation
section of the cylinder at a distance of 97.5 in. downstream from the boundary layer trip
(see Figure 2-2). The boundary layer tripping device is discussed in Section 3.3.1. An
experimental requirement of this investigation was to use a wall pressure transducer with
an effective diameter small enough to resolve the smallest scales of the turbulent pressure
fluctuations (see Section 3.2). To this end, a Knowles model number EM-3068
subminiature clectret condenser microphone with integral FET amplifier was used to make
the fluctuating wall pressure measurements. The microphone and all significant
dimensions are shown in Figure 2-4. The microphone is of the pinhole variety. The
pressure port has a 1.00-mm (0.039-in.) O.D. and a 0.70-mm (0.0295-in.) 1.D. This
inside diameter across which the wall pressure acts scaled on inner wall variables is
d* = duy/v = 25.9 for the measurement flow conditions. Because of the very small
volume enclosed by the pinhole cap and diaphragm case, the Helmholtz resonance
frequency for the ninhole system was greater than 10,000 Hz and therefore above the
frequency range of interest to this investigation. The EM-3068 microphone also utilizes a
special construction to give low vibration sensitivity.

The microphone was mounted in the instrumentation section of the cylinder as shown

/]
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in Figure 2-3. A 0.040-in. hole was drilled through the center of one of the half shells.
Three 30-gauge wire leads were soldered to the three microphone terminals and strain
relieved via shrink tubing to avoid detachment. The microphone was then placed inside
the half shell with the 0.039-in.-diameter stem protruding though the drilled hole. The
microphone was epoxied in place from the inside of the half shell, making sure the
microphone stem was seated squarely in the hole. Epoxy was allowed to protrude
through the annular gap between the stem and the hole. The stem and epoxy were later
sanded flush with the surface of the half shell. A Knowles BU-1771 cerarnic vibration
transducer (accelerometer) was also incorporated into the frame of the cyi.nder
instrumen. ‘ion section so that any influence of cylinder vibration on the wall pressure or
near-wall velocity measuremenis could be assessed (sce Section 3.1.2).

The EM-3068 microphone was powered by a Kikusui Electronics, Model PAB 70-1,
1.3-V dc power supply connected to the positive and ground terminals. A 6-ft-long, four
pair, 22-AWG multiconductor individually shielded cable was used to conduct the
microphone output signal and the 1.3-V power input between the microphone and the
input of an external junction box. The BU-1771 accelerometer was connected in parallel
to the 1.3-V source. A schematic of the microphone and accelerometer measurement
systems is shown in Figure 2-5. The output signals fro.n the microphone and the
accelerometer were passed through two battery-powered EPAC Model 60/10 LN
amplifiers. The amplifiers had a flat bandwidth (£0.1 dB) from 1 to L) kHz and a
selectable gain of 0 to 60 dB in 10-dB increments (gain from 1 to 1000). From the
amplifiers, the signals passed through a TTE Filters, Inc.. Model LE116(-10K-FSB,
three-channel anti-aliasing filter with 60-dB atienuation and a shape factor of 1.10. The
signals were then camed to a MacAdios 11 data acquisition card in a Maciatosh Ilcx
computer for digital sampling. The data acquisition system is discussed in Section 2.3.2.
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The EM-3068 microphone's nominal sensitivity response is relatively flat in the
frequency range of 1000 to 6000 Hz. The nominal sensitivity level at 1000 Hz is 15.8
mV/Pa (-56 dB re 1V/ubar). The two ends of the response curve drop oif to 7.1 mV/Pa
(-63 dB) by 100 and 10000 Hz, respectively. No information was provided by the
manufacturer on the nominal phase characteristics of the microphones. The manufacturer
indicates that the frequency response characteristics for the Knowies EM-3068 are highly

stable and insensitive to ambient conditions (e.g., temperature, pressure, and humidity).

Microphone Calibrat

The calibration of the Knowles EM-3068 ¢lectret microphone required establishing the
complex frequency response for the microphone over the frequency range covered vy the

present investigation, f < 10000 Hz. The complex frequency response is given by

Hen(f) =[Hem(f) ¢ 0=lD Q.1

where [He,(£)! is the sensitivity response or gain factor for the microphone giving the
amplitude ratio of the output (voltage) to the input (pressure) as a function of frequency.
The phase response or phase factor, Ocn(f), is the phase angle by which the output leads
the input at a particular frequency. If the phase angle is negative, the output lags the
input! Without knowledge of the complex frequency response (i.¢., both magnitude and

phase) at all frequencies present in the signal, it is impossible to predict the wnput

lAnother definition for the phase uses -) rathes than +j in equation (2.1). This definiuon is ofien
preferved because it makes €XN) posinve waen the output lags te inpul. This agrees with the physical
requirement that it akes a poswve ume delay for 2 sigral o prog.gate [som inpat  output (Beadat and
Pierso! 1980). The +) 11 equation 2.1 was utlized because nt was consister - with the references used
design the dynamic microphone calibratson for the present invesugation (Bruel and Kjaer 1962, Docblin
1983, and Beranck 1988).
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waveform (i.e., pressure) from the output clectrical signal. This type of dynamic
microphone calibration in which both the magnitude and phase characteristics of the
microphone transfer function are sought has received only limited attention in the
acoustics (or turbulent wall pressure) literature—presumably because of the inherent
difficulties in measuring phase and the relative lack of value of phase information for
many applications. Such dynamic microphone calibrations can take one of essentially
three forms (Schweppe 1963): impulse tests (such as with a spark gap device), step tests
(such as with a shock tube), or frequency-response tests. For the present investigation,
the complex frequency response was determined by performing a frequency-response
comparison calibration between the EM-3068 microphone and a calibrated Brue! and
Kjaer standard reference microphone.

Although there are many factors to consider in the design of an effective comparison
calibration (Beranek 1988), two considerations of primary importance are the acous.ical
nature of the calibration environment and the location in the sound field of the
microphones with respect to each other and the sound source. Generally, the acoustic
environment in which the microphone calibration is to be performed must consider the
type of measurements the microphone was designed for (i.e., free-field response, random
incidence response, or pressure response). In this way, diffraction/reflection effects
resulting from the acoustic impedance of the microphone (a function of frequency, sound
propagation direction, and microphone size and shape) can be appropriately taken into
account. However, these diffraction effects only becorne important as the acoustic
wavelengths approach the diameter of the microphone (Bruel and Kjaer 1982). For this
investigation, the smallest acoustic wavelength considered is 1.3 in., corresponding to a
frequency of 10000 Hz. Because this is two and a half times the largest micropaone

diameter to be used in the calibrations, free-field (anechoic), pressure, and diffuse-field
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(random incidence) calibrations should all provide the same result for the frequencies
considered in this investigation.

The location of the microphones in the sound field with respect to the sound source
must be considered because it can cause magnitude and phase differences to exist between
the sound waves impinging on the diaphragms of the two microphones. This is simply a
result of the fact that the microphones are not at the same spatial location in the sound
field. Because sound intensity varies as the inverse of distance from the source squared,
differences between the sound pressure levels at the two microphones can be neglected if
the source to microphone distance is kept large and the separation distance between the
microphones is kept small. P.ase differences or time lags between the two microphones
result from differences in the path lengths between each of the microphones and the
acoustic source. Reflections in the sound field can produce the same effect with the time
lag between the two microphones being a function of the angle of incidence of the sound
wave and the microphone separation distance. If the two microphones are kept
cquidistant from the sound source and no reflections are present (as with a free-field
calibration in a large anechoic chamber), phase difterence can be eliminated.

Initially a free-field comparison calibration was performed in & 4-ft cubic anechoic
chamber (plywood box lined with Sonex acoustical foam). However, the overall chamber
dimensions were too small, resulting in low-frequency near-field source effects and
strong standing waves that interfered with the calibration for frequencies less than about
2000 Hz. Consequently, a diffuse-field calibration was performed in the laboratory space
instead. By definition, a diffuse sound field is composed of reflected sound waves that
travel in all directions with equal magnitude and probability. Although a reverberant
chamber is usually used for these purposes, large rooms with a large number of solid

reflecting objects and surfaces have been shown to be a suitable alternative (Beranek
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1988). The diffuse-field calibration configuration and associated instrumentation are
shown in Figure 2-6. The calibration was performed by projecting 'white noise’
produced by a GenRad Random Noise Generator, Model No. 1390-B, and Harmon
Kardon stereo amplifier through an 8-in. full-range (57-16000 Hz) speaker at an oblique
angle into the 25-ft by 25-ft by 16-ft lab space. The Bruel and Kjaer reference
microphone was placed adjacent to the EM-3068 inlet sound port in the cylinder
instrumentation section with a separation distance between the microphone diaphragms of
15/16 in. and a separation distance between the speaker and the microphones of 20 ft.

Two separate reference microphones were used to perform the calibrations. These
were the Bruel and Kjaer type 4138 1/8-in. and type 4134 1/2-in. pressure-response
microphones. The Bruel and Kjaer microphones were used in conjunction with a type
2639 1/2 in preamplifier and UA 0036 Adapter and a type 2804 Power Supply. The
sensitivity response for the 1/8-in. and 1/2-in. microphones is flat (0.1 dB) for
frequencies less than 20,000 Hz and 3000 Hz, respectively. The nominal sensitivity
response for the preamp is flat for frequencies less than 100,000 Hz. The sensitivities for
the Bruel and Kjaer microphones and preamp become frequency dependent generally
below frequencies of 20 Hz. The absolute sensitivity level for the Bruel and Kjaer
microphone system (micicphone plus preamp) is obtained by calibrating the microphone
system against a Bruel and Kjaer type 4220 Pistonphone that generates a fixed sound
pressure level at a frequency of 250 Hz. The calibrated sensitivities were 0.788 mV/Pa
and 10.624 mV/Pa for the 1/8- and 1/2-in. systems, respectively.

Bruel and Kjaer only provides nominal phas: characteristics for the microphones and
preamp uscd in this investigation (Bruel and Kjaer 1982). For the frequencies covered by
this investigation, the microphone phase angle decreases slightly with increasing

frequency to values of -4° and -40° at 10000 Hz for the 1/8- and 1/2-in. microphones,
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respectively. The decreases were assumed to be linear. The low-frequency phase
response of the microphones was estimated from the dynamics of capacitance
microphones (Bruel and Kjaer 1982, Doeblin 1983) and from information provided by
Bruel and Kjaer on the pressure equalization lower-limiting frequency and the capacitance-
resistance characteristics of their microphones. The low-frequency response is positive
for frequencies less than 100 Hz and approaches 180° as frequency approaches zero. The
nominal phase response of the preamplifier is zero in the frequency range of 100 to 10000
Hz and slightly positive for frequencies less than 100 Hz. The combined miciophone-
preamplifier phase angle is less than 15° except at frequencies less than 10 Hz.

The diffuse-field comparison calibration in Figure 2-6 can be modeled as a single-
input/two-output constant-parameter linear system (Bendat and Piersc! 1980, 1986) as
shown in Figure 2-7. In the figure, a(t) is the acoustic input to both microphones, x(t) is
the output electrical signal of the reference Bruel and Kjaer microphone, and y(t) is the
output electrical signal of the EM-3068 test microphone. For this configuration, the

complex frequency response for the EM-3068 microphone, Hem(f), is computed from

Hu(f) Hpa(f) Hox(f)

Hen(f) = ny(f) Hd.,(f) HGy(f)

(2.2)

The transfer functions Hyx(f) and Hpa(f) are the complex frequency responses of the
Bruel and Kjaer microphone and preamplifier, respectively. The complex frequency
responses of the two EPAC amplifiers are denoted by Hox(f) and Hay(f). The transfer
function Ha,,(f) accounts for factors related to the spatial separation of the microphones,
dyy-

The term H,(f) is computed from the autospectral densities of the microphone signals

¥




43
Sxx(f) and Syy(f) and the cross-spectral density Sxy(f) in one of three ways:2
_ Sy
Hyy(f) = S0 - S (2.3a)
Syy() -San(f) |2
P P A L L
Far(0 (sxxm Sem® 5 (2.3b)
Sun
Hyy(f) = Syy® -Sunl® (2.3¢)

Syf)

where
Sxy(f) = lsxy(q ¢l = S;x(f)- .

The terms Spn(f) and Syn(f) are the autospectral densities of extraneous noise present
at the output of the reference and test microphones, respectively. Although these spectral
noise terms are generally quite small and can be neglected, their neglect should cause
equations (2.3a) and (2.3c) to under and overestimate, respectively, the sensitivity at
frequencies where the signal-to-noise ratios, Sxx(f)/Smm(f) and Syy(f)/Sun(f), are small .
If Smm(f) = Spa(f), equation (2.3b) should provide a better estimate of the sensitivity at
these frequencies since noise terms exist in both the numerator and denominator. By
computing the sensitivity with each of the three expressions, this was found to be the
case. At high frequencies (f > 1000 Hz), where the signal-to-noise ratios diminish, (eq.
2.3a) < (eq. 2.3b) < (eq. 2.3c) as would be expected. Consequently, the error resulting
from the use of equation (2.3b) due to neglecting the extraneous noise terms should be
negligible.

The transfer function Hy,,(f) in equation (2.2) models any phase differences between

2The auto- and cross-spectral densities are defined in Sections 4.2.1 and 6.1.1, respectively. The use
of the double-sided spectrum, S(f) = ()12, defined for oo S { < 0 in equation (2.3) is the standard
convenuon.
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the two microphones due to time lags resulting from reflections in the sound field and the
spatial separation of the microphones, dyy. If there are no primary or preferred directions
for the reflected waves, Hq,,(f) can be neglected since the phase difference is uniformly
zero for such a purely diffuse sound field (Bendat and Piersol 1980). If preferred
directions exist, a time lag, 14,,, will exist between the two microphones that will produce
a phase angle that is a linear function of frequency, @q,,(f) = 2xft4,,. By comparison of
the measured coherence between the two microphones to that predicted for the diffuse
sound field, it is possible to determine if Ha.,(f) can be neglected for the present
measurements. The coherence is a measure of the linear dependence between two signals
as a function of frequency. It is defined in terms of the autospectra and the cross

spectrum as (see Section 6.1.1)

- [Sxy(EF
BO=5 55,0 24)

and is bounded by the inequality 0 < ‘ng(ﬂ < 1. The coherence between two microphone
signals in a purely diffuse sound field is given by (Bendat and Piersol 1980)

sin(kodxy) r ’ 2.5

Yir = ( Koty

where k, = -2—gi and ¢ = 340 m/s is the speed of sound.

A comparison of the coherence functions for the diffuse sound field with dxy = 15/16
in. and that determined for a typical measurement in the laboratory space is shown in
Figure 2-8(a). The two curves agree quite well for frequencies in the band of

approximately 40 to 4000 Hz. The larger coherence values for the calibration sound field

X
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for f > 4000 Hz are caused by correlated electrical noise in the two microphone signals.
Although the lower coherence values for the calibration sound field for f < 40 Hz could be
due to a number of factors, the phase correction at these acoustic wavelengths is
negligible. The similarity between the two coherence functions illustrates that the
calibration sound field was sufficiently diffuse to allow phase effects related to spatial
separation (i.c., Ha.y(f) ) to be neglected at least for frequencies less than approximately
4000 Hz.

The final equations used to compute the sensitivity and phase response for the EM-
3068 microphone, obtained from equations (2.1), (2.2), and (2.3b) with noise at the
microphone outputs and the effect of their spatial separation neglected (i.e.,Smm(f) =

San(f) = 0, and Hayy(f) = 1, respectively), are

Hem(l = (Syy(f) 172 Hyy (£ Hoal ] Hox(f)

Sx(f) Hay(f) ’ @8
Dem() = gxy(f) + Oy () + Qpa(f) , . 2.1
where
Im(S,,(f)}
=tan! [ XY
Byy(f) = tan [RC(SW(Q}] . (2.8)

By simultaneous monitoring ot the output of both amplifiers resulting from a single
electrical input, it was determined that the EPAC amplifiers were phase matched for
frequencies less than 10000 Hz. As a result, only the EPAC amplifier gains need be
considered.

Typical sensitivity and phase responses are shown in Figures 2-8(b) and 2-8(c),

respectively. As stated previously, the coherence function shown in Figure 2-8(a) is
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bounded by the inequality 0 < ¥2y(f) < 1. A coherence value of 1 means both microphone
signals are lincarly related (i.e., receiving the same inputs) while a coherence value of 0
means the two microphone signals are totally uncorrelated. Hence, the computed
sensitivity and phase responses shown in Figures 2-8(b) and 2-8(c) are only reliable
estimates of the microphone response at frequencies where the coherence remains fairly
large. If a value of ﬁy(ﬂ = (.5 is taken as the cutoff (a conservative value), the
computed sensitivity and phase responses can be considered as reliable estimates of the
actual microphone response for frequencies in the range of approximately 20 to 3000 Hz.
Shown in Figure 2-9 is the power spectral density of the fluctuating wall pressure
measured in this investigation indicating the energy content of the turbulent wall pressure
fluctuations as a function of frequency (see Section 4.2.2). The bold line in the figure is
the fractional contribution to the total energy (area under the wall pressure spectrum) as a
function of frequency. Because 99 percent of the turbulent wall pressure energy is
contained in the band 80 to 3000 Hz, the uncertainty in the sensitivity and phase response
estimates at low and high frequencies due to the low coherence between the microphones
will have a negligible effect on the results.

The final sensitivity and phase calibrations for the Knowles EM-3068 microphone
were taken as the average of seven separate calibrations performed over a period of 2
months. Polynomial curve fits to these magnitude and phase calibration responses were
used as the calibration curves for subsequent data analysis (see Section 2.3.3).3 These
final sensitivity and phase response curves are shown in Figures 2-10(a) and 2-10(b).
respectively, along with error bars taken as the standard deviation of the seven

calibrations. The nominal sensitivity provided by Knowles is included with the calibrated

3Several curves of varying orders were used for each response to ensure the best possible fit. Three
separate polynomials were used (o fit the magnitude response: a 4th-order for 0 < f < 700 Hz, a linear for
700 < f < 3800 Hz, and a secongd lincar for 3800 < f < 10000 Hz. The phase response was fitted with two
polynomials: a 4th-order for 0 < { < 1000 Hz and a lincar for f > 1000 Hz.
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sensitivity curve in Figure 2-10(a). No nominal phase information was available. The
increased scatter above 3000 Hz and below 20 Hz is consistent with the smaller coherence

between the two microphones at these frequencies (Figure 2-8(a)).

2.2.2 Velocity Measurements

Mean velocity profiles and streamwise turbulent velocities were measured using
constant temperature hot-wire anemometry. The anemometry system consisted of a
Dantec anemometer (Main Frame model 56B10 with a CTA 56C01/56C17 bridge plug-in
unit) and a home-built hot-wire probe. The hot wire itself was a 2.5-um diameter, 0.5-
mm- (0.02-in.) long platinum-rhodium wire. The wire supports consisted of two
jeweler's broaches with a 0.0015-in.-diameter tip cut to a length of 0.013 m (0.5 in.).
The hot-wire length corresponds to 18.5 viscous wall units for the flow conditions used,
with a length-to-diameter ratio of 200. The time constant for the wires determined from a
square-wave test at the operating flow speed was approximately 1 gs. This results in a
phase response for the wires that is essentially zero for the frequencies considered in this
investigation; consequently, no correction was necessary for the time lag of the wires.
The hot-wire signal from the Dantec anemometer was fed into a home-built offset and gain
box. The offset and gain were set so that the output voltage made maximum use of the
full £10-V range of the MacAdios I A/D card. From the gain box, the signal passed
through the TTE anti-aliasing filter and then into the MacAdios II A/D card in the
Macintosh Ilcx computer (see Section 2.3.2). The kot wire velocity measurement
instrumentation is shown schematically in Figure 2-5.

Mecan velocity profiles and the turbulent velocity measurements were made by
mounting the hot-wire probe to a streamlined strut that was attached to an external

traversing mechanism. This permitted positioning of the hot-wire probe within the
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boundary layer. The traverse assembly was mounted on two guide rails that ran the full
length of the test section. The probe was positioned by a SLO-SYN M062-CF-402
microstep stepping motor that drove a rack attached to the strut. The stepping motor was
controlled by a SLO-SYN 3180-PT125 stepping motor controller connected by means of
a digital bus line to the MacAdios I A/D card in the Mac Icx computer. This is shown in
a block diagram format in Figure 2-5. The strut passed through a foam-lined slot centered
between the two guide rails in the test section wall. The stepping motor could increment
the probe by 0.00018 in., with a maximum traverse range of 5 in.

The position of the velocity probe with respect to the wall was set by positioning the
probe at a specified position very near the wall (as measured using a microscope) and then
traversing the probe outward a desired distance. Aithough the digital voltage input to the
stepping motor could be used as a measure of the traversed distance, this was inaccurate
due to a large error for small stepping-motor increments. Consequently, a probe position
sensing technique was employed that utilized one sensing device for the near-wall region
(y <0.18 in, y/8 < 0.191, y* < 169) and a second for the outer portions of the boundary
layer. The near-wall device was an Edmund Scientific No. 72469 10X
microscope/telescope with a resolution of 0.0005 in. that mounted on an external optical
stand. The sensing device for the outer portions of the houndary layer was an Enco
vemnier caliper that was mounted to the external traverse in such a way as to follow the
motion of the strut and probe. The caliper resolution was also 0.0005 in. Although the
caliper was mounted in such a way as to follow the motion of the strut and probe, it only
did this accurately after the strut had moved far enough (~0.1 in.) because of backlash in
the system. The 10X telescope was used for the inner portion of the boundary layer.
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Hot Wire Calibrasi

The hot-wire calibration curve was obtained by calibrating the hot-wire output voltage
against a total head tube at e¢ight flow speeds from 0 to 20 m/s. The dynamic pressure
and, hence, flow speed was obtained from a 0.063-in. diameter total head tube located in
the free stream between the test section wall and cylinder and the average of two static
pressure ports located on the test section wall 6 in. upstream and downstream of the
cylinder instrumenation section. The pressure was measured by means of a Baratron-
223-B 1 torr (10.54 in. H,0) differential pressure transducer with 0.001 torr resolution.
The analog output from the pressure transducer was connected to the Macintosh licx A/D
card to permit simultaneous dynamic pressure and anemometer voltage measurements.
The resulting eight calibration points were then fitted to a fourth-order polynomial. The

implementation of this calibration will be described in more detail in Section 2.3.3.

2.2.3 Wall Shear Stress Measurements

The wall shear stress was measured using a Preston Tube (Preston 1954) by
computing the shear stress from a measured dynamic pressure within the wall region of
the boundary layer. The Preston tube constructed for use in this investigation to measure
the total pressure in the wall region of the boundary layer is shown in Figure 2-11. It
consists of a 0.022-in. O.D. stainless steel tube (0.006-in. wall thickness) inserted
through a hole drilled into a brass half-ring. The brass half-ring was machined such that
its inner radius matched the 0.1875-in. outer radius of the cylindrical model. A 3/8 in. O-
ring was then used to hold the Preston tube assembly in place on the cylindrical model
such that the upstream end of the stainless steel (total head) tube remained firmly in

contact with the cylinder wall. The upstream end of the stainless steel tube, which
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measured the total pressure, extended 1 in. beyond the upstream edge of the brass half-
ring in order to avoid any flow interference effects caused by half-ring. A 0.0625-in.
outside diameter tube was then soldered to the downstream end of the stainless steel tube,
which was connected to one side of the Baratron differential pressure transducer with
1/16-in.-diameter Tygon tubing. The static pressure, connected to the opposite side of the
pressure transducer, was taken as the average of two static pressure-port measurements
on the test section wall located 6 in. upstream and downstream of the total pressure
measurement location.

The method of using a Preston tube to measure the mean wall shear stress in planar
boundary layers has been well established in the literature (Winter 1977). Preston (1954)
first developed the method when he utilized a hypodermic needle aligned parallel with the
flow and in contact with the wall to measure the local wall shear stress in a planar
boundary layer. If the main portiun of the tube lies within the log region of the wall flow,
the dynamic pressure measured by the tube, AP, depends only on the local velocity
distribution close to the wall. With this velocity distribution for planar turbulent boundary
layers being the universal velocity distrioution known as the law of the wall, it can be

shown through dimensional analysis that

APd2
s -—°) . 2.9)

pvi | pv?

where d, is the outside tube diameter. The function F is then obiained by calibration (AP
versus Ty ), so that measurement of AP enables a determination of t,,. Patel (1965)
determined the function F valid for a wide range of flow conditions and sizes of Preston
tubes. As long as the rato di/d, is kept close 10 0.6 (where d; is the inside tube diameter),

the functon is universal for all planar boundary layer flows. Patel preseats his calibration

L\
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by the following empirical relations:
O<p*<l5and dy*<11.2 1.2=00357 +Q.5p* (2.10a)
1.5<p*<35and 11.2<dg* <110 1,*=0.8287-0.1381p* +0.1427p*2-0.0060p*3  (2.10b)
35<p*<S3and 110<dy* <1600 p*=1,* +20lbg;(1.95¢,*+4.1) (2.10c)
where p‘ = logl AP—-:——d% .
4pv?
1: = lOgu{ﬁ ) .
4pv?

To be able to use Preston's method for a boundary layer with transverse curvature, the
flat plate calibration data of Patel (1965) must be assumed to be valid for the cylindrical
boundary layer. Since the planar calibration data are obtained with the Preston tube
immersed in the law of the wall region of the planar boundary layer, this requires that the
outer diameter of the Preston tube used for the shear stress measurement on the cylinder to
fall within the region where the cylindricai boundary layer velocity profile can be
approximaied by the flat plate law of the wall. If the transverse curvature is small, the
cylindrical velocity profile will coincide with the planar law of the wall so the use of the
Preston tubc is perfectly valid. However, as transverse curvature increases, the velocity
profile for the cylindrical boundary layer drops below the planar profile and error is
introduced into the computed wall shear stress. More will be said about the use of the
Preston tube for the present measurements in Section 3.2.2.

Because of the relative inconvenience of equatioas (2.10), particularly (2.10c) which
is in an inverse format, the tabulated version of Patel's results produced by Head and Ram

{1971) are used in this investigation.
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2.3 Experimental Method
2.3.1 Conducted Experiments

The experiments performed in this investigation entailed simultancous measurements
of the fluctuating wall pressure beneath and the turbulent streamwise velocity within the
turbulent boundary layer that develops on a 0.375-in.-diameter cylinder in axial flow.
The flow geometry and a typical measurement configuration of the wall pressure
transducer and hov-wire probe are shown in Figure 2-12. The figure is drawn to scale and
the boundary layer thickness to cylinder radius, 8/a, at the wall pressure station is
representative of the measured value of 5.04. All measurements were camried oat at fixed
experimental and flow conditions. These conditions are discussed in conjunction with the
mean flow field in Section 3.1.

Wall pressure was measured at a single fixed position on the surface of the cylinder
while the turbulent streamwise velocity was measured at 216 locations in the boundary
layer. Figure 2-13 illustrates the boundary layer distribution of the 216 locations at which
velocity measurements were made in relation to the pressure transducer. The
measurements entailed nine wall-normal, eight axial, and three circumferential separation
distances between the pressure transducer and the velocity measurement location. The
absolute and nondimensional spatial separation distances of the wall pressure and velocity
measurements in the three orthogonal directions are presented in Table 2-1. The spatial
extent of the measurement points was chosen $o that the pressure-velocity comelations
would span a distance of at least one boundary layer thickness in all three coordinate
directions (at the farthest position from the wall for the circumferential extent). The spatial
extent in the wall-normal direction was made nearly two boundary layer thicknesses so

that coatributions to the fluctuating wall pressure irom the irrotational portioas of the
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boundary layer could be investigated. Similar measurements were made in a planar
boundary layer by Panton et al. (1980) and Kobashi and Ichijo (1986).

The data were taken by traversing the hot-wire probe through the 9 wall-normal
boundary layer positions at each of the 24 axial-circumferential positions. Each of these
24 wall-normal traverses was taken as a series. Series were done sequentially at each of
the eight axial separation distances for each of the three circumferential positions of the
probe. For each series, the wind tunnel was turned on after the probe was aligned in the
axial and circumferential directions. A calibration of the hot wire was then performed
with the hot wire centered between the cylinder and test section wall (see Section 2.2.2).
The hot-wire probe was then traversed in towards the cylinder and microstepped until it
was at the initial wall-normal position of 0.015 in. as measured by the microscope.* The
simultaneous wall pressure and velocity data were then taken. The probe was next
stepped out to the second wall-normal position where the simultaneous data were taken
again. This process was repeated until the probe reached its final position from the wall.
At this point, the probe was moved back out into the free stream between the cylinder and
the test section wall and recalibrated. In all cases, the two calibrations agreed to within
less than 1 percent. The final calibration curve was taken as the average of the two
curves. The average clapsed time between calibrations for a series was approximately 1
hour. 1 ecause of the high stability of the EM-3068 electret microphone frequency
response, calibrations were only performed periodically throughout the course of all 216
series. The final calibration curves (magnitude and phase) were taken as the average of
several calibrations performed over a period of about 2 months (see Secton 2.2.} and

Figure 2-10).

4Because the access window needed to be opened for this microscope measurement, subtle cylinder
oscillations that occurred duriag this process placed a limitation on the closest probe position to the wall

of 0,015 in. (y* = 14) because of the possibility of hot wire breakage.




34

The circumferential and axial alignment of the hot-wire probe with respect to the wali
pressure transducer was checked via the 10X telescope (0.0005-in. resolution) discussed
in Section 2.2.2. The circumferential position was established by rotating the cylinder
through the appropriate angular displacement as observed through the 10X scope. The
cylinder was premarked with etch-iines at an angular displacement of 20 and 40 degrees
relative to the @ = 0 degree position. The uncertainty in the angular displacement was less
than 0.5 degrees. This correspends to uncertainties in the circumferential direction of
approximately 1 viscous length at the surface of the cylinder and 11 viscous lengths at the
farthest position from the wall. The axial position was first set globally by manually
moving the externally mounted traverse mechanism on the two guide rails mounted to the
test section. Once the probe was in close proximity to the desired position as observed
with the 10X scope, an optical stand with a micro-adjustment screw was installed under
the traverse mechanism. This allowed for a precise setting of the final position with an
uncertainty of less than 0.001 in., or approximately 1 viscous length.. The wall-normal
traversing was controlled by the stepping motor on the external traverse mechanism and a
stepping motor controller tied in with the Macintosh Ilcx computer. The uncertainty in the

wall-normal distance was also less than 0.001 in., or 1 viscous length.

2.3.2 Data Acquisition and Storage

The data acquisition system used for all the measurements is a Macintosh Ilcx
computer equipped with a GW Instruments, Inc., MacAdios 11 data-acquisition board.
The MacAdios I board interfaced with the computer’s microprocessor through the Nubus
interface by means of an intemal Nubus expansion slot. The computer contained a 32-bit,
16-MHz MC68030 microprocessor, an MC68882 floating-point coprocessor, 5 Mbytes
of RAM, a 40-Mbyte internal hard drive, a 1.4-Mbyte internal floppy disk drive, and an
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RGB color monitor. In addition, an external 45-Mbyte removable cartridge haid disk
drive and 40-Mbyte cartridge tape drive were used for data storage.

MacAdios II is a multi-function data acquisition board with analog I/O, digital I/O, and
time-related digital I/O functions that can be expanded, with up to three optional
daughterboards. All MacAdios II and daughterboard activities are synchronized with a
master clock. Analog-to-digital conversion is performed by a single 12-bit A/D converter
chip (AD7572) configured to receive analog input voltages within the range of £10 V
(with a software-selectable input gain of 1). The board provides sample-rate throughputs
up to 142 kHz (conversions per second). Installed on the main MacAdios II board are
two 1-channel, 12-bit A/D converter daughterboards, also with maximum sampling rates
of 142 kHz. This allowed simultaneous sampling and conversion of three channels at a
sampling rate of up to 142 kHz. The MacAdios II board also contains an 8-bit TTL-
compatible digital output port. This was used to drive the motor controller that drove the
hot-wire traverse (see Section 2.2.2).

All data measured for this investigation was sampled at 20 kHz. All signals passed
through a multichannel (TTE Filters, Inc., Model LE1161-10K-FSB) anti-aliasing filter
with a cutof? frequency of 10 kHz. The filter has 60-dB attenuation with a shape factor of
1.10. Each channel of data consisted of 82000 samples, which translates to a sampling
duration of 4.1 s. The data from each channel were written in integer binary format to a
separate sequential, unformatted compressed file. The first tv.o lines of each file
contained the sampling frequency and the number of data points. In this format, each
channel's data file required 160 kbytes of storage space, which amounted to 480 kbytes
per data set (three channels of data for the wall pressure, velocity, and accelerometer
signals). Additional data were also taken in which the pressure and velocity signals were

sampled independently for a duration of 50 s (108 samples). This was done¢ to enable




56

more accurate statistical analyses of the fluctuating wall pressure and turbulent streamwise
velocity signals. Each of these data sets required 2 Mbytes of storage. All data were
initially recorded onto the 40-Mbyte internal hard drive. After each series, the data were
transferred to the external 45-Mbyte removable cartridge hard disk drive and the 40-Mbyte
tape cartridge as a backup.

2.3.3 Data Reduction and Analysis

All data reduction and analysis were performed on a Macintosh Isi computer. The
computer contains a 32-bit, 20-MHz MC68030 microprocessor, 5 Mbytes of RAM, a 40-
Mbyte internal hard drive, a 1.4-Mbyte intemnal floppy disk drive, and an RGB color
monitor. A NuBus adapter card with a built-in MC68882 floating-point coprocessor was
also installed in the internal expansion slot. As with the Macintosh IIcx, the external 45-
Mbyte removable cartridge hard disk drive and 40-Mbyte cartridge tape drive were used
for raw data storage. An additional 200-Mbyte external hard drive was used to facilitate
storage during data processing and analysis.

Before the raw data could be analyzed, they needed to be conditioned. Because the
pressure and velocity data were written to file as integers, the first step involved
converting the integer values to voltages from knowledge of the 12-bit resolution and £10
V range of the A/D converter. The second step involved applying the calibrations to the
velocity and pressure voltage signals. The hot-wire calibration for the velocity data was
implemented in the time domain immediately following the conversion to volts. This

involved converting volts to meters/second by the following calibratun equation:

u(mvs) = Pg + Pi(vy) +Pa(vy)? + Pa(vy)d + Pa(vy)? (2.11)
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where P, Py, etc., are the coefficients for the fourth-order least-squares polynomial curve
fit to the hot-wire calibration data (see Section 2.2.2).

The pressure calibration needed to be implemented in the frequency domain since the
microphone sensitivity and phase information are functions of frequency (see Section
2.2.1). As aresult, the pressure voltage data were Fourier transformed into the frequency

domain. The finite Fourier transform of a fluctuating variable x(t) is defined as

T

X =%j x(1) €322 dt . 2.12)
0
The discrete form is given by
N-1 ok
X(f) =4 2 % e k=O.l,.., N-1 - (2.13)
n=0

Because equation (2.13) is computed by fast Fourier transform (FFT) methods, a
constraint for all the analyses was that the total number of data points used had to be a
power of 2. The relationship between the input pressure and the output voltage of the

calibrated microphone neglecting noise at the input or output is given by

Vp(D) = Hem(®P() (2.14)

where Hem(f) is the complex frequency response for the EM-3068 microphone, and P(f)
is the frequency domain representation of the desired fluctuating wall pressure signal.

The microphone calibration was implemented by the equation
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Y® Ve ’ 2.15)
Hem(®) 1, () o=

P(f)

where {Hem(f)l and @em(f) are the calibrated sensitivity and phase responses shown in
Figure 2-10 (see Section 2.2.1).

The third and final step of the data conditioning process involved digital bandpass
filtering the pressure and velocity signals. Filtering was implemented in the frequency
domain with a rectangular window function, W(f), and low- and high-frequency cutoffs

of 58.59 and 5332.00 Hz, such that

P(f) = W(DP(f) (2.16)
U'(f) = WOU) (2.17)

where

I, 59«<f<5332Hz
Wi = { 0, clsewhere ¥

Because filtering was implemented in the frequency domain, it was necessary to Fourier
transform the velocity data (equation (2.13)) prior to the application of equation (2.17).
The low-frequency cutoff rejected frequencies corresponding 0 w8*/Un < 0.138 or
@v/u? < 0.019. This was done to remove the influence of any extraneous wind-tunnel-
generated large-eddy turbulence or acoustic disturbances in the test section. The low-
frequency cutoff also serves to eliminate the portion of the microphone calibration for
which the coherence was low and the uncerainty was unacceptable (see Secticn 2.2.1 and

Figure 2-10) and tc remove the dc component of the signals. The high-frequency cutoff
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59/60

rejected frequencies corresponding to @8*/U. > 12.5 or wv/us2 > 0.271.5 The cutoff

was selected to remove correlated output signal noise observed to exist above 5500 Hz in

¥
all the measured signals.
At this point, the Fourier transforms P'(f) and U'(f) were either further processed in
the frequency domain or inverse Fourier transformed back into the time domain depending
upon the type of analysis to be executed. The inverse finite Fourier transform is defined
as i
fs
x(1.fs) = J X(H) ™ df | (2.18)
0
)
The discrete form is given by
N-1 o
=2 X e'N, n=0,1,., N-1 . 2.19)
k=0 ) ¢

Separate Fortran programs were developed for each type of analysis undertaken. The
various analysis procedures implemented and the subsequent chapter in which the
technique and results are discussed are shown in Table 2-2. All individual record
pressure and velocity results are presented in Chapter 4. The joint record analyses of the
simultaneous wall pressure and turbulent velocity signals are presented in Chapters 5 and
6. Each program generated at least two output files. One file recorded the computational
details and intermediate results of the particular analysis for venfication purposes. The
remaining output file(s) contained tab-delimited output for importing into Deltagraph®

»
Professional.
$The values of @5°/U.. and wv/u2 associated with both the low- and high-frequency cutoffs for the
present investigation are comparable and in some cases identical to values used in other fluctuating wall
pressurc investigations (Bull 1967, Willmaith and Wooldridge 1963, Wilimanh and Yang 1970, »
Willmarth & al. 1976, Kanangelen et al. 1991).
®




CHAPTER 3

EXPERIMENTAL ENVIRONMENT

The character of the fluctuating wall pressure and streamwise turbulent velocity
measurements as well as the relationships between them are affected by factors related to
the flow environment in which the experiments are conducted. This includes extraneous
disturbances present in the wind tunnel and cylindrical model due to the free-stream
turbulence and ambient sound field in the test section, vibration of the cylindrical model,
and aerodynamic interaction between the hot-wire probe and the pressure transducer.
Also of fundamental importance is the limited spatial resolution resulting from the finite
siec Of the wall pressure transducer and hot-wire probe. Finally, the measurements are
strongly influenced by the character of the turbulent boundary layer in which the
measurements are performed. The properties of primary interest include the turbulent
development of the boundary layer, the streamwise pressure gradient, and the mean flow
conditions in the boundary layer. By examining these factors, the nature of the flow
environment in which the present micasurements were taken can be established, enabling
valid comparisons of the present results to those from previous turbulent boundary layer

measurements on both flat plates and cylinders.
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3.1 Extraneous Disturbances

3.1.1 Free-Stream Turbulence and Ambient Sound Field
Turbul in the Test Secti

The combined turbulence suppression effects of the settling chamber and contraction
section resulted in a free-stream turbulence level of ‘\/;T—ZIU.. = 0.001 at the operating
speed of 11.4 m/s used for this investigation. This value was measured at the centerline
of the test section without any model or mode! support mechanisms installed.

With the introduction of the cylindrical model into the test section, turbulence resulting
from the wakes of the support wires became a primary consideration. Initially, 0.009-in.-
diameter horizontal wires at the inlet and outlet of the test section were used to support the
cylindrical model. Because an independent vibration isolation beam system supports the
test section, the test section was ‘free hanging' and not in contact with any other
components of the wind tunnel. Consequently, supporting the cylindrical model entirely
within the test section allowed the model to be isolated from cverything but the test section
to reduce the number of transmission paths for disturbances into the model. However,
from preliminary testing, it was discovered that the upper horizontal support wire
generated a wake that had a width at the axial location where measurements were to be
taken of the order of the cylinder boundary layer thickness. In addition, the shedding
vortices generated large-amplitude audible acolian tones and transverse oscillations of the
cylindrical model that created a high-energy spike in the wall pressure spectra at the
Stouhal shedding frequency of 3 to 9 kHz, depending upon flow speed. Consequently,
after extensive experimentation, & structural airfoil was mounted in the low-speed settling
chamber section where vortex shedding and overall disruption of the flow could be

minimized. A second structural airfoil at the exit of the test section was also used (sce
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Section 2.1.3). With this configuration, free-stream turbulence levels measured between

the cylinder and test section wall were V F/U.. = 0.0015 at the operating speed of
11.4 mys.

Ambient Sound Field in the Test Sect

The ambient sound field in the test section was measured in the free stream adjacent to
the cylinder instrumentation section at the centerline between the cylinder and the test
section wall. The measurement was made with a Bruel and Kjaer UA 0436 Turbulence
Screcn in conjunction with a Bruel and Kjaer 1/2-in. pressure response microphone
consisting of a 1/2-in. pressure response Condenser Microphone Cartridge, Type 4134,
mounted on a 1/2-in. Microphone Preamplifier, Type 2639, powered by a Type 2804
Power Supply. The Turbulence Screen is a microphone attachment specifically designed
for the measurement of airborne noise in ducts. It consists of a 20-in.-long, 0.8-in.-
diameter tube with a 16.3-in. axial slit covered with a specially selected damping matenal
to control the flow resistance of the slot. A streamlined nose cone is attached at the front
end of the tube while the tail end contains a clamping device to secure the 1/2-in. Bruel
and Kjaer microphone. The combined effect of the slit width and damping material
enables the Turbulence Screen to distinguish between flow noise resulting from turbulent
pressure fluctuations along the length of the tube and acoustic noise in the duct by
suppressing the turbulent flow noise. As a result, the Turbulence Screen provides a
means by which to measure essentially only the acoustic pressure fluctuations present in
the flow.

Because of the noise suppression capabilities of the Turbulence Screen, the measured
power spectrum is a direct indication of the ambient sound pressure level in the test

section. The power spectral density of the ambient sound field, @pum(f), measured by

av
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the Turbulence Screen at an operating speed of 11.4 m/s is shown in Figure 3-1(a). The
bold line in the figure is the fractional contribution to the total ambient sound field energy
(area under Qps(f)) as a function of frequency. Ninety percent of the ambient energy is
below 20 Hz, and nearly all the ambient sound energy occurs below 60 Hz.! If itis
assumed that the ambient sound field in the test section consists of plane waves
propagating in the streamwise direction through the test section, streamwise velocity
fluctuations will be generated by the acoustic wave. However, because nearly all of the
acoustic energy exists below 60 Hz, the bandpass filtering operation (59 < f < 5332 Hz)
should eliminate all conuibutions to the wall pressure and velocity signals from acoustic
pressure fluctuations in the test section. As a result, pressure-velocity relationships
resulting from the ambient sound field in the test section need not be considered in this
investigation.

Also shown in Figure 3-1(a) is the power spectral density of the fluctuating wall
pressure measured on the cylindrical model by the EM-3068 microphone, Op(f}, as well
as the fluctuating wall pressure spectrum corrected for the ambient sound field, @p'(f) =
Dp(f) - Qpaw(f). Nearly all the correction to the fluctuating wall pressure spectrum from
the ambient sound field occurs below 125 Hz. Below 70 Hz, the ambient sound pressure
level exceeds the measured wall pressure spectral level resulting in negatve values for
®p'(f) that do not appear in Figure 3-1(a) because of the log scaling. This result indicates
that either the wall pressurs transducer is not detecting the ambient sound energy below
70 Hz or that the large uncentainty in the calibrated sensitivity response of the EM-3068
microphone at these frequencies is producing anificially low values for the wall pressure

spectrum.  Shown in Figure 3-1(b) is the coherence between the Turbulence Screen and

YThe small hump that occurs in the ambient sound spectrum near 400 Hz is coincident with the
frequency at which a maximum in the wall pressure spectrum oocurs. Conseqquently, it is most likely a
coatribution w the Turbulence Screen signal from the suppressed wrbuleat pressure fluctuations.
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the EM-3068 wall pressure signals. The nonzero coherence values below 70 Hz indicate
that the EM-3068 microphone does detect the low-frequency acoustic pressure
fluctuations in the test section. However, because the coherence values are less than one,
the two microphone signals are not completely related due either to the uncertainty in the
calibrated sensitivity response of the EM-3068 microphone or the microphones not
receiving identical acoustic inputs. Either way, corrections to the wall pressure spectrum
for the ambient sound level in the test section are approximate. As a result, ambient sound
field corrections are not utilized and portions of the wall pressure spectrum below this

point are neglecter in this investigation (see Section 4.2.2).

3.1.2 Cylindrical Model Vibration

The vibration of the cylindrical model during the pressure-velocity measurements was
measured by a Knowles BU-1771 ceramic vioration transducer (accelerometer) that was
incorporated into the frame of the cylinder instrumentation section that contained the wall
pressure transducer as shown in Figures 2-2 ard 2-3. The vibration measurements were
performed so that any influence of cylinder vibration on the wall press ire or near-wall
velocity measurements could be assessed. The accelerometer is contained in a small
rectangular box with dimensions 7.92 mm (0.312 in.) by 5.59 mm (0.220 in.) by
4.14 mm (0.163 in.). It was mounted and epoxied in place at the front edge of the
cylinder instrumentation section, approximately 1 in. upstream of the microphone, as
shown in Figures 2-2 and 2-3. The active aws of the accelcrometer was oneated so that it
had its greatest sensitivity (o transvesse Cylinder oscillations in the piane containing the
microphone (@ = 0°). The accelerometer was clectrically connected in paralicl with the
EM-3068 microphone, and all power and signal connections were mnadc identical to those

for the microphone, as discussed in Section 2.2.1 and showr ir, Figure 2-5. The BlI.

.!';
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1771 vibration transducer’s nominal frequency response is flat from 20 to 2500 Hz. The
nominal sensitivity is 5.6 mV/g (-45 dB re 1V per 1g of vibration).

The power spectral density of the cylinder vibration measured by the BU-1771
vibration transduce¢r at an operating speed of 11.4 m/s is shown in Figure 3-2(a). Nearly
all the vibrational energy is concentrated in the band of frequencies from 150 to 300 Hz
due to a peak in the spectrum at approximately 235 Hz. Although it is difficult to predict
natural frequencies of oscillation for the cylinder due to the coupling of the cylinder,
support wires, test section, and contraction section under the 75-1b tensile loading, the
natural frequency of transverse oscillation for the cylir.der and support wires is at least an
order of magnitude less than the 220-Hz spectral peak. Because it is this transverse
cylinder oscillation that will have the greatest effect on both the wall pressure
measurements and the near-wall velocity measurements,? the cylinder vibration should not
have much of an effect on the results.

This is confirmed from the computed coherence functioas between the fluctuating wall
pressure and accelerometer and the streamwise turbulent velocity at y/8 = 0.016 (y* = 14)
and accelerometer in Figures 3-2(b) and 3-2(c), respectively. The coherence between the
velocity and accelerometer in Figure 3-2(c) is essentally zero at all frequencies, indicating
that no relationship =xists between the cylinder vibration and the hot-wire probe (i.c., the
cylinder is noi affecting the flow field and the hot wire presence does not affect the
cylirder). The coherence between the wall pressure and accelerometer in Figure 3-2(b) is
ero except in the frequency range of approximately 500 to 4000 Hz. This indicates that
the cylinder oscillations are not detected by the microphone since the coherence is zero for

frequencies less than 300 Hz where nearly 100 percent of the vibrational energy exists.

2 By virtue of their design, condenser microphones are inherently sensitive to vibration in a direction
perpendicular to the diaphragm. Because the plane of the duaphragm for the EM-3068 microphone was
aligned with the axis of the cylinder, the seastive duecton corresponds to a transverse oscillation of the
cylinder.
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The nonzero coherence above 5000 Hz is probably a result of correlated output noise.
This may be related to the fact that the accelerometer and microphone were electrically
connected in parallel in the instrumentation section even though the signals from the two
devices were independently shielded.

The nonzero coherence values between 500 and 4000 Hz in Figure 3-2(b) roughly
coincide with a small concentration of vibrational spectral energy (relative to the general
decay of the spectrum) in Figure 3-2(a) in the range of 1000-2000 Hz. This suggests that
the nonzero coherence values in this frequency range are a result of small-scale cylinder
oscillations caused by the fluctuating wall pressure along a localized region of the cylinder
surface. This appears to be supported by the fact that the measured coherence between the
wall pressure and accelerometer with no flow in the test section is zero, except above
5000 Hz (not shown). As a result, the nonzero coherence is not a result of the cylinder
vibration affecting the wall pressure signal but both the wall pressure and vibration
transducers responding to the same input (wall pressure fluctuations). The relatively
small coherence values result because the accelerometer responds to wall pressure
fluctuations over the surface of the cylinder, while the wall pressure transducer responds

to pressure fluctuations at a 'point’ on the wall.

3.1.3 Hot-Wire/Microphoaz Interference

Two issues that nc :d to be addressed are the effect of the hot-wire probe on the wal!
pressure measurements and the effect of the pinhole microphone on the near-wall hot wire
measurements. Wall pressure spectra measured with the hot wire located at y/6 = 0.016
(y* = 14), y/d = 0032 (y* = 28). and y/6 = 1.91 are shown in Figure 3-3(a). The
spectrum measured with the hot-wire probe at y/8 = 0.016 contains more erergy than the

spectrum with the probe at y/0 = 1.91 for frequencies less than appreximately 800 Hz

’ -)
X,




68

This resuits in a inean square wall pressure level that is 10 percent larger at the near-wall
probe position. The effect still exists at a probe pusition of y/d = 0.032 as shown in the
figure, although it is consideraL.y reduced. Although not shown, the hot-wire probe does
aot affect the wall pressure measurements at the third wall-normal probe position of
v/8 = 0.095 (y* = 85) as evidenced by a collapse of the wall pressure spectrumn with that
measured when no probe is present. The hot-wire interference is only experienced with
the probe in the streamwise piane containing the microphone (i.e., @ = 0°) and at the
streamwise location of the pressure transducer (x* = 0). Consequently, only the two
measurement locations immediately above the pr=ssure transducer were affected.

Velocity spectra at y/6 = 0.016 (y* = 14) in the streamwise plane of the wall pressure
transducer (@ = 0°) and in the farthest circumferentially separated streamwise plane
(@ = 40°, s* = 133) agree within experimental uncertainty. This indicates that the effect
of the pinhole on the flow field is negligible, at least for y* > 14.

A second effect of the near-wall hot-wire probe measurements was detected during
examination of the coherence between the velocity and accelerometer measurements
discussed in the previous section. When the hot-wire probe is not located immediately
above the pressure transducer, the coherence between the near-wall velocity and
accelerometer measurements is zero at all frequencies as shown in Figure 3-2(c). The
probe was located at x* = 0, @ = 40° for this figure. When the probe is located
immediately above the pressure iransducer (x* =0, @ = 0°), as shown in Figure 3-3(b), a
nonzero coherence exists between the velocity and accelerometer near 1G00 Hz for the
first two probe positions from the wall (i.e., the two positions for which the hot wire

affects the measured wall pressure spectium). This indicates that at these two probe

3The larger wall pressure energies measured at these two locations is likely caused by a wallward flow
component resulting from the adjusted flow upstream of the hot-wire probe impinging upon the wall
pressure transducer. This is supported by the positive skewness measured for the wall pressure at these
locations as opposed to negative skewness when the probe was not present (sce Free-stream 4.1.2).
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positions the flow about the hot-wire probe is interacting with the pinhole of the
microphone causing subtle small-scale cylinder oscillations. Because the coherence
measured between the wall pressure and the accelerometer is independent of probe
position, the subtle hot-wire-induced vibrations do not affect the wall pressure

measurements.

3.2 Spatial Resolutien

3.2.1 Wall Pressure Measurements
Transducer Size Effects

Transducer size is probably the most important consideration in comparisons of wall
pressure measurements of various investigators. The size of the transducer diaphragm
surface places a limit on its spatial resolution of the pressure field because small-scale
pressure fluctuations are averaged across the transducer's pressure sensitive surface. In
essence, the transducer cannot resolve pressure scales that are smaller than its effective
diameter. This results in low-pass spatial filtering of the pressure field and an attenuation
of the wall pressure spectrum at high frequencies. This problem of inadequate spaizi
resolution was recognized during even the earliest wall pressure studies; however, the
problem was not formally addressed until .ne work of Corcos (1963) and Willmarth and
Roos (1965).

Corcos {1963) proposed that a correction be applied to the high-frequency portion of
the wall pressure spectrum that depends only upon the quantity wd/U,, where d is the
transducer diameter and U, is the convection velocity of the pressure-producing

disturbance. The ability of this correction to account for the smallest scales in the flow
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was brought into question, however, after measurements with the smallest transducers at
that time revealed small-scale, high-intensity wall pressure fluctuations that produced rms
wall pressure levels of pyms/q.. = 0.01, nearly twice as large as what was found
previously (Emmerling 1973). Only small-scale pressure-producing eddies very near the
wall and close to the pressure transducer where their measured intensity would be large
would be expected to produce such a large increase in the measured rms pressure. This
suggested that important structural details in or near the sublayer were not being detected
by the larger pressure transducers used previously. Because the experimental data Corcos
used to construct the correction were from cross correlation measurements with pairs of
large transducers not capable of resolving these high-intensity, small-scale fluctuations,
the theory cannot predict the sort of increase in the rms wall pressure observed by
Emmerling (1973).

Recently, Keith and Bznnett (1991) extended the Corcos analysis into the
wavenumber domain. They concluded that additional uncertainties associated with the
nonuniformity of the pressure transducer sensitivity distribution across the transducer
diaphragm combined with incomplete knowledge of the true wavenumber-frequency
response of the transducer renders the Corcos correction only approximate in nature. As a
result, improved turbulence models are necessary if the true frequency spectrum is to be
recovered from pressure measurements that were affected by spatial resolution. To date,
no improved correction theories have been formulated.

A quantitative measure of the effect of transducer diameter on the resolution of the
wrbulent flow was provided when existing values of the rms wall pressure level were
compiled as a function of transducer size and it was discovered that the wall pressure

level, prms/Qeo depends on the microphone diameter scaled on inner variables, d* = du/v

(Emmerling 1973, Bull and Thomas 1976, Schewe 1983). As shown in Figure 3-4, a
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very distinct decrease in the rms wall pressure level occurs with increased transducer
diameter. It was not until the work of Schewe (1983), however, that the role of
transducer diameter on the resolution of the turbulent pressure field was more completely
understood. Schewe performed a systematic analysis of transducer diameter in which he
varied the transducer diameter over the range 19 < d* < 333 at constant Reynolds
number. From the probability density distributions, skewness, and flatness of the
pressure fluctuations for the various size transducers, Schewe found that as the diameter
of the transducer increases the transducer statistics approach that of a Gaussian
distribution, as shown in Figure 3-5. He explained this observation by the central limit
theorem of probability, which asserts that a Gaussian distribution will result from the sum
of a large number of mutually independent random variables acting together (Bendat and
Piersol 1986). If the fluctuating wall pressure produced by a given pressure structure is
assumed to be such a random process and the individual pressure structures are assumed
to be statistically independent, then the wall pressure averaged over the face of the
transducer will yield a Gaussian distribution if the number of structures being averaged is
large. Schewe concluded that a pressure transducer of diameter d+ = 20 is sufficient to
resolve the pressure structures essential to turbulence.

The pressure sensitive diameter for the Knowles EM-3068 microphone used in this
investigation corresponds to d* = 25.9 for the measurement flow conditions4 Because
this diameter value represents only a 1- to 2-percent reduction in pms/qe. (shown in Figure
3-4) and a 3- to 4-percent variation in the skewness and flatness values, respectively
(shown in Figure 3-5), compared to those values that exist at d* = 20 recommended by

Schewe (1983), spatial resolution effects should only have a minimal effect on the present

4Keith, Hurdis, and Abraham (1991) have shown that other nondimensional scalings of the wall
pressure transducer diameter (d/8* and d*uy/U..) may be more effective at characterizing the attenuation
resulting from inadequate spatial resolution. This will be discussed in conjunction with the fluctuating
wall pressure spectrum in Section 4.2.2.
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measurements. In addition, the only smaller transducers reported in the literature were
those of Schewe (1983) [d+ = 19] in air and Lauchle and Daniels (1987) [d* = 1] in

glycerine.

TIransducer Pinhoje Effects

Because of spatial resolution effects associated with large transducers, investigators
have sought to make smaller and smaller transducers, generally of a piezoelectric type
material. However, with decreased size comes decreased sensitivity. To decrease the
effective diameter without losing sensitivity, other investigators have mounted pinhole
caps over the diaphragms of highly sensitive condenser microphones (Blake 1970,
Emmerling 1973). These results, however, were called into question by Bull and Thomas
(1976). By making extensive measurements with flush-mounted piezoelectric and pinhole
transducers of the same diameter, they concluded that measurements made with pinhole
transducers will be in serious error for o+ > 0.1 due to spurious pressure contributions
from the pinhole.

Lechey (1988) draws the Bull and Thomas (1976) results into question, however,
vecause of "the difficulty in establishing a physical basis for the interaction caused by the
pinhole microphone with the turbulent boundary layer." Leehey supports his conjecture
by comparing pinhole and flush piezoelectric wall pressure spectra of a large number of
investigators. Leehey concludes that failure of the high-frequency portion of the spectra
to collapse on inner wall variables for pinhole and flush ransducers with the same d* (see
discussion in Section 4.2.2) is more likely a result of the transducer protruding above the
wali or errors in the measurement of the wall shear stress. Farabee (1986) and Farabee
and Casarella (1991) have also made extensive use of pinhole microphones and have

concluded that they are effective for wall pressure measurements. Considering the
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contradictory conclusions of Bull and Thomas (1976) and those of Farabee (1986) and

Lechey (1988), it is clear that the effect of the pinhole is not very well understood.
Because the Knowles EM-3068 microphone used for the present measurements was

of the pinhole variety, the possibility of an effect due to the pinhole must be noted when

the present results are compared to those of other investigators.

3.2.2 Velocity Measurements
Hot-Wire Probe Length Effects

When velocity measurements are made with a hot-wire probe, spatial averaging of the
velocity fluctuations across the length of the hot wire occurs. When the smallest turbulent
scales in the flow are less than the length of the hot wire (which is almost always the
case), the spatial averaging will affect the turbulence resolution of the measurements.
Johansson and Alfredsson (1983) examined the effect of the hot wire length on
measurements of the streamwise velocity in the near-wall region of a turbulent boundary
layer. By compiling data of several investigations, they found that a strong correlation
exists between the measured value of the maximum turbulence intensity and the hot-wire
probe length in viscous units (I* = luy/v), as shown in Figure 3-6. Maximum turbulence
intensities (urms/uy) decrease from a value of roughly 2.8 for probe lengths of a few
viscous units to 2.1 for probes of 100 viscous lengths—a decrease of 25 percent. The
differences between measured turbulence intensities for different probe lengths diminish
as wall-normal distance increases, as would be expected since the spanwise scale of
turbulence increases with distance from the wall.

Because larger probe lengths act to average out the small-scale, large-amplitude

fluctuations in the boundary layer, the skewness and flatness of measured velocities are
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affected by probe length in the near-wall region. The general trend observed by
Johansson and Alfredsson (1983) is for the measured skewness and flatness values to be
closer to the Gaussian values for measurements made with larger probe lengths (1% = 32
versus 14). They also observed that the detection of bursting events by the VITA method
(see Chapter 5) was sensitive to spatial resolution of the probe, with the number of events
detected decreasing with increasing hot wire length . Blackwelder and Haritonidis (1983)
also found this to be the case and that a significant decrease in the number of events
occurs for probe lengths longer than approximately 20 viscous lengths. The effect is most
pronounced with small VITA averaging times (T* ~ 5) and disappears altogether at large
averaging times (T, = TU./0 > 1).

The hot-wire probe used in the present investigation was 0.5 mm (0.02 in.) long,
which corresponds to 18.5 viscous wall units for the flow conditions used. For this
probe length, the reduction in maximum turbulence intensity near the wall due to spatial
averaging amounts to approximately 5 percent (see Figure 3-6). Although the reduction is
small, the effect of spatial averaging on the small-scale structure near the wall must be

noted when the present measurements are compared to those of other investigators.

3.3 Character of the Turbulent Boundary Layer

3.3.1 Development, Symmetry, and Pressure Gradient

Turbulent Boundary Layer Development

The boundary layer used in this investigation developed along a 123-in.-long, 3/8-in.-

diameter brass cylinder suspended along the centerline of a vertically oriented test section.
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The cylinder was fitted with an aerodynamically smooth brass nose cone, and the cylinder
and nose cone were highly polished to provide a smooth surface for the boundary layer to
develop. By examiring the temporal character and autospectra of the wall pressure and
velocity fluctuations as well as the mean velocity distribution in the boundary layer, it was
discovered that the boundary layer on the cylinder with natural transition was not fully
developed at the axial location of the wall pressure measurements. This was a result of
the limited streamwise extent of the cylinder due to the constraint imposed on the vertical
wind tunne! dimension by the laboratory space. This necessitated the use of a boundary
layer tripping device.

The boundary layer was tripped by a 3/8-in. rubber O-ring (0.065 in. unstressed
thickness) around the cylinder at the joint between the nose cone and the cylinder. The
stressed O-ring height, h, is approximately 0.05 in. This satisfies the criterion to cause
fully effective tripping to turbulent flow at the free-stream velocity of 11.4 m/s given by
h > 826v/U. = 0.043 in. (White 1974). The wall pressure ransducer was located
97.5 in. (1950 trip heights) downstream of the boundary layer trip. With the addition of
the trip, a fully developed turbulent boundary layer was established at the location of the
wall pressure transducer as evidenced by the character of the mean velocity distribution
(Section 3.3.2) and the pressure and velocity fluctuations (Chapter 4). It should be
pointed out that controversy exists as to the effect of tripping devices upon the evolution
and attainment of a universal statistical structure of turbulent fluctuations. Although many
feel all effects of the trip disappear at some reasonable distance downstream of the trip,
others contend (Willmarth 1975) that the trip has a permanent influence on the character of
the boundary layer, particularly the large-scale eddy structures in the outer portions of the
boundary layer. The possibility of such an effect in the present measurements cannot be

ruled out.

"
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Boundary Layer Axisymmetry

Willmarth et al. (1976) found that a cylinder yaw angle of 1 degree could result in rms
wal! pressure differences of up to 20 percent from one side of the cylinder to the other.
Lueptow et al. (1985) found that a similar difference existed for the boundary layer
thickness for yaw angles as small as 0.1 degree. To avoid influences of this nature on the
present measurements, it was necessary to establish a boundary layer that was as
symmetric as possible. The first step in this process was the elimination of all cylinder
sag ar bow. This was achieved by designing the wind tunnel to have a vertical test
section so that all gravity effects leading to cylinder sag could be eliminated (see Section
2.1.1). To eliminate the bow in the cylinder resulting from the inherent nonstraightness
of the tubing, a tension device was incorporated into the cylindrical model support and
alignment assembly (see Section 2.1.3) so that the cylinder could be placed under an axial
load. Application of various axial tensile loads to the cylinder and comparison of the edge
of the cylinder to an adjacent 0.04-in.-diameter plumb bob chord revealed that 50 1b of
tension was sufficient to remove all observable deviation from straightness. A tensile load
on the cylinder of 75 1b was used for all the measurements. Based on the diameter of the
plumb bob chord, the deviation from straightness can be assumed to be less than 0.01 in.
(0.03 cylinder diameters).

The second step involved in establishing an axisymmetric boundary layer was
eliminating crossflows by ensuring that the cylinder was accurately aligned with the mean
flow. Through the combined adjustability of the upper and lower airfoils in the model
support and alignment assembly (see Section 2.1.3), the cylinder was centered and
aligned to within 0.5 mm over the full 3-m length of the test section, or to . ‘thin .31
degree of the mean flow. To test the axisymmetry of the boundary layer resulting from

this cylinder alignment, wall pressure and wall shear measurements were made at 90-

X
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degree increments around the cylinder by rotating the cylinder in the test section. The
results from the wall pressure and wall shear stress measurements done at free-stream
velocities of 14.4 and 18.5 m/s are shown in Figure 3-7. The measurements revealed
maximum variations of 3.7 percent in the rms wall pressure and 2.5 percent in the mean
wall shear stress from the average values computed across all circumferential positions.
Since these variations are of the order of experimental uncertainty, the boundary layer was

assumed to be axisymmetric.

S ise P Gradi

Because streamwise pressure gradients alter the character of the mean flow in the
boundary layer, the walls of the test section were set at a divergence angle of
approximately 0.13 degrees to counteract the test section wall boundary layer
displacement thickness growth and to minimize the streamwise pressure gradient in the
test section (see Section 2.1.1). At the operating flow speed of 11.4 m/s used in these
experiments, a slight adverse pressure gradient of less than 1 Pa/m (dCwdx <0.013 m*1)
was measured at the wall pressure transducer location. A pressure gradient of this
magnitude has been found to have a negligible effect on the equilibium boundary layer on
a cylinder (Willmarth and Yang 1970). Thus, it can be assumed that the mean flow in the
boundary layer does not difier appreciably from the zero pressure gradient case.

3.3.2 Mean Flow Conditions

The mean velocity profile in the turbulent boundary layer on a cylinder in axial flow

has been investigated extensively by Richmond (i1957), Chin et 2l. (1967), Rao and




.-!"-.

78

Keshavan (1972), Willmarth et al. (1976), and Lueptow et al. (1985). The recent review
by Lueptow (1988) provides an excellent summary of the effect of transverse curvature on
the mean properties of the flow field. When the transverse curvature is small (8/a < 1),
the cylindrical velocity profile coincides with the planar profile. As transverse curvature
increases, the coefficient of friction increases and the cylindrical boundary layer velocity
profile becomes fuller than that observed in a planar boundary layer. When the velocity
profile is plotted in traditional inner variables (u/ug vs yuy/V), the boundary layer with

transverse wall curvature retains a logarithmic region, however, the slope of the log

region becomes a function of transverse curvature 8/a. Lueptow et al. (1985) proposed a
mixed-scale log law for this logarithmic portion of the axisymmetric boundary layer of the

form

ut=(1/m)lny* +n . 3.1

By compilation of the mean velocity profile results for the existing axisymmetric boundary
layer measurernents, Lueptow et al. (1985) constructed empirical relations for the

cocfficients m and » in equation (3.1) as a function of &/a, or

m = 0.0274(8/a) + 0.373 , (3.2)
n = 4.5(8/2)% . (3.3)

Very near the wall in the viscous sublayer, the constant shear layer in the planar
boundary layer (t = t,) is replaced by a constant shear moment (at,, = t) in the boundary
layer with transverse curvature. This results from the requirement that the shear force per

unit length on a cylinder of fluid remains constant. This shear relation forces the velocity
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profile in the viscous sublayer of the axisymmetric boundary layer to take the form
ut =atin(r/a)
=atin(l + yt/a*) . (3.9)

As a* approaches infinity, equation (3.4) reduces to the planar sublayer profile u* = y*.
However, even for the smallest values of a* at which measurements have been made
(Willmarth et al. 1976) where a* = 33.4, equation (3.4) does not differ enough from the
lincar planar boundary relation to verify whether or not it accurately describes the velocity
profile in the viscous sublayer of an axisymmetric boundary layer.

The mean velocity profile for the turbulent boundary layer used in the present
investigation is shown in traditional inner coordinates in Figure 3-8. The velocity profile
was measured with the hot-wire probe at the axial location of the wall pressure transducer
and at a free-stream velocity of 11.4 m/s. This flow speed was used for all the
measurements performed in this investigation. Also included in the figure is Coles law
(Coles 1955) for an equilibrium planar boundary Iayer. The value for the friction velocity
used to scale the mean velocity for the present measurements was ug = (t/p)}2 = 0.552
mvs. This value was computed from the measured Preston tube (Section 2.2.3) wall shear
stress of 0.369 Pa. To be able to use Preston’s method for a boundary layer with
transverse curvature, the flat plate calibration data (Patel 1965) must be assumed to be
valid for the cylindrical boundary layer. Because the flat plate calibration data is obtained
with the Preston tube immersed in the law of the wall region of the planar boundary layer,
the Preston tbe used for the shear stress measurement on the cylinder must fall within the
region where the cylindrical boundary layer velocity profile can be approximated by the
flat piate law of the wall. The Presion tube diameter of 0.022 in. uscd for the present
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investigation corresponds to a height of 21 wall units, as indicated in Figure 3-8. Because
the cylindrical boundary layer profile agrees with the planar profile well past y* =21, the
use of the planar Preston tube calibration data is valid for determining the wall shear saess
for this investigation. It is worthwhile to point out that Willmarth et al. (1976) used a
Preston tube of similar diameter for cylinder diameters as small as 0.25 in. and 8/a = 9.4.
Also included in Figure 3-8 are the axisymmetric viscous sublayer relation (equation
(3.4)) with a+ = 177 and the mixed-scale log law for the logarithmic portion of the
axisymmetric boundary layer with 8/a = 5.04 (equations (3.1)-(3.3);. The mean velocity
profile measured in the present investigation is in good agreement with the previous
axisymmetric turbulent boundary layer results with similar transverse cury e according
to equation (3.1). This verifies that the cylindrical boundary layer used for the precent
investigation was a fully developed turbulent flow. Velocity measurements were not

made close enough to the wall to illustrate whether the profile followed equation (3.2).

How Parameters

The measurement conditions and experimental parameters used for all of the
measurements in this investigation are listed in Table 3-1. The boundary layer parameters
computed from the measured mean velocity profile in Figure 3-8, flow parameters derived
from the measured wall shear stress, and spatial resolution parameters for the wall
pressure transducer and hot-wire probe are also listed. The uncertainty in the measured
boundary layer thickness § is $0.0005 m, or £ 2 percent. This corresponds w0 &n
uncentainty in &/a of $0.1. The uncerwinty in the measurcd wall shear stress 1, is +0.013

Pa (or 2 3.5 percent). This results in an uncertainty of + 1.8 percent th u,, or 20.01 mys.

?




CHAPTER 4

STATISTICAL AND SPECTRAL CHARACTERISTICS OF THE WALL
PRESSURE AND STREAMWISE VELOCITY FLUCTUATIONS

The statistical and spectral properties of the fluctuating wall pressure and the
streamwise turbulent velocities measured in this investigation are presented in this chapter.
Some of these properties for boundary layers with transverse curvature have been
presented and documented elsewhere in the literature; hence, in these instances, the
present results primarily serve to verify the quality of the pressure and velocity
measurements made in the present investigation. Otherwise, where similar results for the
boundary layer with transverse curvature have not been presented in the literature,
possible effects of transverse curvature on the turbulent boundary layer properties will be
examined through comparnison with measurements made in planar boundary layers.

All the results presented in this chapter are individual record analyses of independently
sampled 524,288-paint pressure and velocity data records. All joint record analyses of
the simultancously acquired wall-pressure/velocity data are presented in Chepters S and 6.
The independent velocity measurements were made at the axial location of the pressure
transducer but adjacent to the surface of the cylinder opposite to that which contained the
pressure transducer. This was done to climirate any possible effect of the pinholz

microphone on the scar-wall velocity statistics and specira. At the sampling frequency of

8!
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20000 Hz, the total sampling time for the 524,288-point records corresponds to 26.2 s or
approximately 12000 §/U.. The total sampling time for the shorter 81920-point
simultaneous pressure and velocity measurements used for the analyses in Chapters S and
6 corresponds to 4.1 s or 1912 §/U.. Although either data set was sufficiently long to
reveal all essential features of the turbulent flow, the longer independently acquired data
were utilized to ensure accurate and reliable statistical and spectral estimates of the

fluctuating wall pressure and turbulent streamwise velocity signals.

4.1 Statistical Properties

2. wrbulem fluid motion is by definition an irregular condition of flow in which the
various quantities exhibit an apparently random or disordered behavior in both space and
time. However, due to the deterministic dynamics governing the fluid system, a high
degree of underlyiug structure is buried in the turbulent fluctuations. Because of this
'determiristically random’ nature of turbulence, standard statistical techniques are an
effective means to reveal fundamental characteristics on the “randomness” of the turbulent

signals.

4.1.1 Definivions

A turbulent quantity is typically separated into mean and fluctuating components

according to

X@) =X +x) 4.1)
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Because X is the average value of X (1), the fluctuating or turbulent component x(t) has a
zero mean by definition. It is the characteristics of these zero-mean turbulence quantities
x(t) that are investigated. The statistical properties of primary interest are the probability
density function and its associated moments (rms, skewness, and flatness). From the
fundamental principles of probability theory (Bendat and Piersol 1980, 1986), the
probability that the random process x(t) will fall within a particular window Ax is

equivalent to the fraction of time the signal spends in the interval, or
T[x < x(1) <x+Ax]]

Prob{x < x(1) < x+Ax] = lim =1 (4.2)
y T

where T[x < x(t) < x<Ax] is the accumulativc time the signai spends betwe#n ihe
amplitudes x and x + Ax, and T is the tosal record lergth. ‘The probability density function
w(x) is obtained by dividing by the intzrval Ax (i.c., 2 density) and takung the F'mit as Ax
approaches zero, or

wix) = lim Prob{x < x(t, < x+Ax] ‘
ax=o Ax

(4.3)

Equaticn (4.3) (with equation (4.2)) is estimated computationally using a histogram

approach defined by

W(x) =ﬁ"’§; : 4.4)

where N is the total number of data points, Ax is the histogram bin width, and N, is the

number of data points that fall within a band, 4x, about x ("bin x”). The hat (*) 1n
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equation (4.4) signifies that the quantity is an estimate of the true variable w(x). The
actual probability that the random process x(t) occupies some specified range of

amplitudes between value g and value b is determined from

b
Probla Sx(t) Sb] = j w(x)dx - 4.5)

a

This equation is useful in determining fraction-of-time contributions of specific signal
amplitudes to the total record length.

The ath moment of x(t) can be computed directly from w(x) by the expected value
operation (Bendat and Picrsol 1986)

EIx“(t)]:f xPw(x)dx , (4.6)

-

where n = 1 is the mean valve, n = 2 is the mean square, n = 3 is associated with the
skewness, and n = 4 i3 associated with the kurtosis or flatness. By integration of
equation (4.6) between specified limits, contributions to the various statistics by specific
signal amplitudes can be computed. To compute the moments directly from discrete data,

the sample estimate is used:

SEORTEER DI @7

This 1s the method used for this investigation. The first moment (n = 1) of x(1)
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corresponding to the mean is zero by definition. The second moment (n = 2) of x(t)
corresponds to the mean square value and provides a measure of the power level of the
signal. The root mean square (rms) value of x(t) denoted as X, is obtained from the

square root of the second moment, or

x,,.,,=(§)§ . (4.8)

The rms value of the signal indicates the typical fluctuation level from the mean.

The third and fourth moments are typically normalized by the third and fourth powers

of the standard deviation, 6,. Because the mean is zero, the standard deviation is
cquivelent to the rms value due to the relationship x2 = o2 + X2 Consequently, for the

zero-mean random process, the skewness S and kurtosis K are defined by the expressions

S= ;;—' . (4.9)
ms
pr

K== (4.10)
TS

The skewness is a measure of the direction of excursions from the mean and the kurtosis
is a measure of the magnitude of the excursions from the mean. The values are weighted
most heavily by the larger amplitude fluctuations because of the 3rd and 4th powers of
x(t).

Because of the random character of turbulence, the statistics of wrbulent quantities are
frequently compared to those for a Gaussian random process. This is because the

Gaussian distribution describes the distribution of a variable that vanes in a purely random
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(normal') fashion about some mean value. Any divergence from the purely random
Gaussian distribution is a result of underlying order or structure in the turbulent system.

The probability density function for a zero-mean Gaussian random process is given by

2
w(x)=5:lﬁ—fc'5§§. (4.11)
If the probability density functions for the Gaussian and turbulent processes are computed
in terms of x(t)/x;ms, Gx in equation (4.11) is unity and the turbulent and Gaussian
distributions can be compared directly. A Gaussian distribution has a skewness of 0 and
a flatness of 3. For a zero-mean non-Gaussian process, S < 0 indicates large-amplitude
negative fluctuations are more likely than positive ones, while S > 0 indicates large-
amplitude positive fluctuations are more likely. A value of K > 3 indicates that larze-
amplitude fluctuations occur more frequently than for a Gaussian signal, while K <3
implies that large-amplitude fluctuations occur less frequently.

The statistical results for the wall pressure and streamwise velocities were computed
after digitally filtering the signals to remove low-frequeacy wind-tur.nel-generated large-
eddy turbulence and acoustic disturbances in the test section. Low- and high-frequency
cutoffs of 59 and 5332 Hz were utilized—consistent with the filtering operation used
throughout the remainder of this investigation (see Section 2.3.2). The analysis of the
data was performed by the programs PSTATS and USTATS in Table 2-2.

Segments of the tempois! records for the fluctuating wall pressure and the streamwise
turbulent velocities at all nine wall-normal positions at which data were taken are shown in
Figure 4-1. The signals are normalized by their respective rms values. None of the
temporal records in Figure 4-1 were taken simuitaneously and are therefore completely

independent, unsynchronized signals. The temporal records illustrate the overall character
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of the turbulent fluctuations measured in this investigation and provide a basis for the
statistical results to follow. The high-frequency oscillations in the velocity signals for
y/8 > 1 are 5000-Hz electrical noise. The noise is visible because the signals are
normalized by their rms values and a small signal-to-noise ratio exists for the hot wire at

these low-turbulence wall-normal iocations.

4.1.2 Fluctuating Wali Pressure Statistics

The probability density functions for the fluctuating wall pressure measured in the
present investigation is compared to that for a zero-mean unit-variance Gaussian random
process in Figure 4-2(a). The probability density function was computed by dividing the
range “etween the minimum and maximum fluctuation levels into 101 uniform bins. For
the minimum and maximum fluctuatiors of -7.3pms and 6.7pms, shown in Table 4-1,
this corresponds to a bin size of 0.141py,;. Also included in the figure is the probability
density for the fluctuating wall pressure measured in a planar boundary layer by Schewe
(1983) with a transducer diameter of d* = 191, The probability density function for the
present measurements in the boundary iayer with transverse curvature appears almost
identical to the planar boundary layer result of Schewe. Both sets of measurenzents reveal
a higher probability for the occurrence of fluctuations near the mean (Ip/pyms! < 0.5) and at
large positive and negative amplitudes (Ip/pans! > 3) than is observed for the Gaussian
process. This indicates that the fluctuating wall pressure is an intermittent process
characterized by large-ampiitude fluctuations separated oy relatively long periods of
inactivity. This intermittent character is confirmed by the large flatness values of 5.05 for

the present measuremants and 4.9 for the planar boundary layer measurements of Schewe

ik neasurenents of Schewe (1983) were performed at Reg = 1400 with a flush tansducer. Because

the effecis of Reynolds numoer and microphone type on higher order pressure statistics have aot been
documented in the literature, wir effect is unclear.
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(1983) (compared to 3 for a Gaussian distribution), shown in Table 4-1. Adjusted for the
transducer spatial resolution effects found by Schewe (1983) (see Figure 3-5), an even
larger flatness value of 5.3 is obtained for the present measurements. If this larger value
in the present measurements is solely due to transverse wall curvature, large-amplitude
wall pressure fluctuations occur more frequently in the cylindrical boundary iayer than in
the planar boundary layer.2 As discussed by Schewe (1983), these large-amplitude wall
pressure fluctuations are a manifestation of the near-wall, small-scale coherent structures
essential to the generation of turbulence in the boundary layer.

To examine more closely the character of the wall pressure fluctuations associated
with these near-wall coherent structures, the mean square energy associated with a
particular fluctuation level is examined in Figure 4-2(b) for the present measurements and
the Gaussian signal. From equation (4.6) with n = 2, the mean square wall pressure level

can be computed from the probability density function according to

P? = pdns = f piw(p)dp . (4.12)

Consequently, if p/pims is used in place of p in equation (4.12), the integrand
(P/Prms)2W(p/pms) represents the fractional contribution to the total mean square wall
pressure level at a particular fluctuation level. It is this quantty that is piotted in Figure 4-

2(b). Itrepresents 2 ‘mean-square energy density function’ and is simyly the raean square

2The unfiltered wall pressure statistics in the present investigation were contaminated by low-
frequency acoustic noisc: hence, the highpass filter acted 1o increass the flatness from 4.57 to 5.05 due 10
removal of low-frequency oscillations near the mean. Because contnibutions 10 the rins wall pressure from
this low-frequency portion of the spectrum amount to less than 1 percent (Farabee and Casarella 1991}, the
filtered statistics for the present measurements are belicved to be accurate. As evidence, the filtered planar
boundary layer measurements of Karangelen et al. (1991) revealed a flatness of 4.91—in agrecment with
the measurements of Schewe (19483).
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energy associated with a particular fluctuation level, (p/pms)2. weighted by the likelihood
of the fluctuation level occurring, w(p/pms). Since the fraction of energy from -oo to oo
ust equal one, the area under each curve in Figure 4-2(b) is unity. As can be seen in the
figure, the energy density for large-amplitude wall pressure fluctuations, ip/prmsl > 3, is
considerably larger than that which exists for a Gaussian signal. Consequently, large-
amplitude wall pressure fluctuations occur slightly more frequently compared to a
Gaussian signal (Figure 4-2a) but contribute a significantly larger fraction to the total
mean square energy.

A similar result was found for the planar boundary layer by Schewe (1983) when he
computed that the wall pressure fluctuations exceed a threshold of 3pnyas 1.0 percent of the
time but contribute 40 percent to the total rms wall pressure (compared to 0.3 percent of
the time and 17 percent of the rms for a Gaussian signal). Performance of a similar
computation for the present measurements (i.c., integrating Figures 4-2(a) and 4-2(b)
above and below the given threshold level) shows that the fluctuating wall pressure signal
in the present investigation exceeds the Ip/pms! > 3 thresheld 1.1 percent of the time and
contributes 39.7 percent to the rms wall pressure. Hence, the overall character of the
large-amplitude wall pressure fluctuations in the cylindrical and planar boundary layers
appears similar. Even so, for all thresholds greater than 2, the percent-time values for the
present measurements are slightly larger than those of Schewe (1983). Although the
differences are small (5-10 percent) and could be due to experimental ervor, the trend is
consistent with the larger flatness measured for the present investigation and the notion
that large-amplitude fluctuations occur more frequently in the cylindrical boundary layer. ’
Considenng the additional fact that wall pressure fluctuations exceeding a threshold of
6p¢ms in the present measurements occur less than 0.01 percent of the time but contribute

over 6 percent to the total rms wall pressure level (versus 0.03 percent for the Gaussian »
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signal), it is clear that the large-amplitude wall pressure fluctuations play a predominant
role in the character and overall energy level of the wall pressure signal.

By examining Figure 4-2(b), it can be seen that a slight asymmetry exists in the mean
square energy density at large amplitudes with larger values of (p/Prras)2W(p/Prms)
occurring for large negaiive amplitudes. The asymmetry is not as easy to detect in the
probability density function itself (Figure 4-2a). Results for the percent-time and percent
mean square energy contributions for fluctuations that exceed some positive (+x) or
negative (-x) threshold x = Ip/pms! are shown in Figures 4-3(a) and 4-3(b). Results for a
Gaussian signal are also included. These values are obtained by integrating the curves in
Figures 4-2(a) and 4-2(b) above (X to o) or below (-0 to ) the specific threshold level.
Although the asymmetry is more apparent in the mean square wall pressure contributions
(Figure 4-3b), negative events occur more frequently and contribute tnore to the mean
square wall pressure than positive events at all threshold levels. The negative skewness
value of -0.0843 (-0.0813 without filier) for the present (neasurements confirms the
observed asymmetry.

Schewe (1983) also observed an asymmetry in the percent-time of large-amplitude
cvents in a planar boundary layer, except he found that a greater probability for occurrence
of large negative amplitudes begins at a threshold of 2prms. His measured skewness was
-0.18. Hantonidis et al. (1990) has suggested that positive wall pressures are associated
with sweeps while negative pressures are associated with ejections and inward
interactions. Consequently, the negative skewness values measured for the wall pressure
by Schewe and in the present investigation are consistent with the finding of Tiederman
(1990) that multiple ejections can occur during the bursting process. The smaller negative
skewness value for the present measurements of -0.08 (equal to -0.1 when transducer

resolution is accounted for, see Figure 3-6) indicates that a slightly smaller number of




91

negative with respect to positive large-amplitude pressure fluctuations are present.
Consequently, if the difference is solely a result of transverse curvature, this result
suggests that a larger relative number of sweeps to cjections (or inward interactions)
occurs in the cylindrical boundary layer.

The rms wall pressure measured in the present investigation and listed in Table 4-1
was 0.679 Pa. Nondimensionalized by the free-stream dynamic pressure and the mean
wall shear stress, the rms levels are pyme/qe = 8.64 x 073 and prms/tw = 1.84,
respectively. Schewe (1983) reported values of pymy/Qe = 9.8 x 103 and prmy/ty, = 2.48
for his measurements in a planar boundary layer with d* = 19. Since the slight difference
in transducer spatial resolutions only amounts to a 1- to 2-percent variation in the rms wall
pressure level (see Figure 3-4), it would appear that the effect of transverse curvature is to
decrease the mean square energy level of the wall pressure fluctuations. Although the
Reynolds number of the present investigation is larger than that of Schewe (1983)
(Reg = 2870 versus 1400), the analyses of Bradshaw (1967) and Panton and Linebarger
{1974) alung with the accumulative body of experimental and numerical evidence show
that the rms wall pressure level increases, not decreases, with Reynolds number.
According to the results of Bull and Thomas (1976), the effect of the pinhole used for the
present measurements would also serve to increase—not decrease—the rns wall pressure
level.

Further support for the observed trend is provided in Figure 4-4, where the rms wall
pressure ievels from the numerically simulated cylindrical boundary layer results of Neves
et al. (1991), the cylindncal boundary layer measurements of Willmarth and Yang (1970),
and the present measurements are compared to simulated and expenimental planar wall
pressure levels. The use of 8%/a in Figure 4-4 rather than §/a was motivated by the

relative uncentainty in measuring &, Because the rms wall pressure level must be
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interpreted in light of transducer resolution, transducer type, and Reynolds number,
curves are drawn connecting data obtained under similar conditions. The results clearly
indicate that the rms wall pressure level decreases with increased transverse curvature in
all cases. The only exception is for the Willmarth data scaled on q.; however, this is, in
all likelihood, a 1esult of the larger transducer resolution for the planar measurements of
Willmarth and Roos (19635) and the relatively small transverse curvature for the
measurements of Willmarth and Yang (1970). The more pronounced decrease in prny/tw
with increased 8%/a compared 10 pymy/qa. is due to the increase in the coefficient of friction

that occurs with increased transverse curvature.

4.1.3 Sweamwise Turbulent Velocity Statistics

The probability density functions for the streamwise turbulent velocities at the nine
wall-normal locations in the cylindrical boundary layer are shown in Figure 4-5. Also
included in the figures is the probability density function (PDF) for the Gaussian random
process. The probability densities at the first five wall-nonnal positions (14 < y* < 339)
maintain a relatively Gaussian appearance except that tiie peak magnitudes are shifted to
the positive side of the mean. The PDFs become peaked for the measurements in the
range 677 < y* < 1355 (0.762 < y/8 < 1.52) due to the intermittent character of the
turbulent potential flow interface, with the largest peak occurring for the measurement at
y/8 = 1.143. The probability density function at y/8 = 1.91 regains a relatively Gaussian
appearance due to the diminished influence of the turbulent potential flow interface and
the relauvely homogencous and therefore Gaussian rature (Hinze 1975) of the fres-siream
turbulence. These results agree quahitatively with the results of Luxton et al. (1984) for a
cylindrical boundary layer with transverse curvatures of &/a = 26 t0 41.6. The present

results also appear to agree gualitatively with the probability deasity functions measured in
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a planar boundary layer by Kiebanoff (1954) and others.

The statistical moments for the measured streamwise turbulent velocities are shown in
Table 4-1 and plotted in Figures 4-6 and 4-7, After examining the unfiltered spectral
densities of the streamwise velocity signals {presented in Section 4.2), it was discovered
that low-frequency disturbances were not contaminating the velocity measurements made
within the boundary layer (y/0 < 1). Thus, the unfilicred turbulent velocity statistics for
y/d < 1 were ualized in Table 4-1 and Figures 4-6 and 4-7 because the results of Lueptow
(1986), Lueptow and Haritonidis (1987), .4 Haritonidis et al. (1990), to which the
present measurements are compared, are afiltered. For y/& > 1, where the low-
frequency spectra were clearly contaminated, .ie filter was ualized.

The skewness distribution measuredt ©  ie present investigation is compared to the
planar boundary layer measurements o¢ Haritenidis et al. (1990) in Figure 4-6(z;. The
presen: measurements have negativ¢ skewness throughout most of the boundeary layer
with a sharp negative peak magnitude of -1.5 occurring near y* = 1000 due to
intermitiesicy near the edge of the boundary layer. The skewness is near the Gaussian
value of zero at the farthest position from the wall due to the Gaussian nature of free-
stream turbulence. It is also near zero at the closest position to the wall. The
measurements are qualitatively similar to the planar boundary layer measurements of
Harnitonidis ¢t al (1990), except the present measurements are more negatively skewed
throughout the entire boundary layer. The effect is ampiified if spatal resolution et¥ects
of the hot wire are considered since Johansson arnd Alfredsson {1983) foyund that larger
probe lengths, such as the one used in the present investigaton (1 = 18.5) cotpared to
that of Hantonidis et al. (1* = 5.1), cause the skewness to be less, not more, acgatve.
Since negative skewness implics that negative excursions Trom the mean are sore likely,

the larger negative values in (e present investigation widicate that was=~erse curvalure acts
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10 increase the relative number of negative streamwise velocity fluctuations throughout the
boundary layer. The cylindrical boundary layer measurements of Lueptow (1986) for
d/a = 8 and 1+ = 7.7 agree with the present findings. Negative streamwise velocity
fluctuations result predominantly from ejections for y* < 100 and inward interactions for
y* > 100 (Robinson 1990); hence, transverse curvature appears to increase the relative
number of these types of motions over those found in a planar boundary layer, at least for
yt> 14,

As the wall is approached, the streamwise velocity skewness becomes positive in a
planar boundary layer due to an increase in the number of large-amplitude positive
velocity fluctuations resulting from sweep structures in the near-wall region. Brodkey et
al. (1974) found that the contributions to the Reynolds stress from ejections and sweeps
are nearly equal at y* = 15. In the previous section, the measured skewness for the wall
pressure was less negative than the value measured by Schewe (1983) in a planar
boundary layer. If this is a result, as speculated, of an increased number of sweep-
motions near the wall over those found in the planar boundary layer, then the near-wall
streamwise velocity measurements in the cylindrical boundary layer should be more
positively skewed for y* < 15. Although measurements were not taken close enough to
the wall in the present investigation to observe whether this is the case, the measurements
of Lueptow (1986) apr.ar to support this conjecture, although not conclusively.

The flatness distribution for the present measurements in Figure 4-6(b) remains very
near the Gaussian value of 3 throughout most of the boundary layer, except near
y* = 1000 where a sharp peak occurs. This distribution is very similar in character to the
flatness distribution measured by Haritonidis et al. (1990) in a planar boundary layer, also
shown in Figure 4-6(b). A similar trend was found for the boundary layer with

transverse curvature by Lueptow (1986). A notable difference between the present
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measurenients and those fcr the planar boundary layer is that when viewed in coordinates
of y/8, t'.¢ peak in the flatness distribution (as well as that for the skewness) for the
cyhindri-al ioundary layer occurs at a farther distance from the wall (y/d = 1.1) than
observed for the planar boundary layer (y/0 ~ 0.7, Haritonidis et al. 1990; y/8 ~ 0.9,
Klebanoif 1954).3 The cylindrical boundary layer measurements of Lueptow (1986) also
support this trend. A monoionic increase in the wall-normal location of the flatness
maximum with increasing &/a is apparent or can be extrapolated from the results of Luxton
et al. (1984) for transverse curvatures of d/a = 26 to 41.6. Because a high flatness is
indicative of a highly intermittent signal, this result indicates that the interface between the
highly intermittent turbulent and nonturbulent flow is shifted to a larger wall-normal
location in the cylindrical boundary layer. This is supported by the direct intermittency
measurements of Lueptow and Haritonidis (1987) in a cylindrical boundary layer with
&/a ~ 7, in which they found that the mzan location of the turbulent/nonturbulent interface
was shifted to y/8 = 1.0 from y/d = 0.8 for the planar boundary layer.

Very near the wall (y* < 10), the flatness in the planar boundary layer is larger than
the Gaussian level of 3, presumably due to large-amplitude velocity fluctuations resulting
from the intermittency of the sweep structures very near the wall. Although the
measurements were not taken close enough to the wall in the present investigation to
detect this trend, the cylindrical boundary layer measurements of Lueptow (1986) did
reveal values similar to the planar boundary layer values for y* < 15,

The distnibution of streamwise turbulence intensity for the present measurements
scaled on both inner and outer variables, along with the planar boundary layer

measurements of Hantonidis ct al. (1990, is shown in Figure 4-7. The turbuleace

3Haritonidis et al. did not explicitly state values for y/5. Consequently, the value of y/5 = 0.7 was
cstimated from y/5 = y*/8* with §* = 1500. The value for §* was estimated from the work of Johansson
et al. (1987), which was perfonned in the same wind tunncl under very similar flow conditions.
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intensities measured in the present investigation nondimensionalized by the friction
velocity in Figure 4-7(a) are less than the planar boundary layer values at all points in the
boundary layer. This is consistent with the cylindrical boundary layer measurements of
Afzal and Singh (1976), Luxton et al. (1984), and the numerically simulaied restlts of
Neves et al. (1991). Neves et al. found a systematic decrease in the peak intensity and a
shifting of the peak intensity slightly closer to the wall with increased transverse
curvature. The decrease in intensity was attributed tn the decreased sirface »rea ovar
which vorticity fluctuations can be generated in the cylindrical beundary layer.

The measurements of Patel et al. (1974) and Lueptow and Haritonidis (1987),
however, indicate that u,,,/u, in the cylindrical boundary layer exceeds the planar
boundary layer values very near the wall {y* < 30-40). The “esults of uep:ow and
Haritonidis (1987) with &/a = 7.2, Reg = 3300 and It = 14.8 are included in Figure 4-7(a)
for comparison. Although the measurements of Luepto'v ard Haritoaidis (1987) and the
present measurements agrec reasonably well for y™ > 100, the present measurernents have
a smaller magnitude near the wall. Considenng the difficulty in making accurate wall
shear measurements, it is possible that the difference near the wall is a result of
inaccuracies in the calculated friction velocity.4 To assess whether this might be the case,
the present measurements, along with those of Lueptow et al., are plotted in Figure 4-7(b)
in outer variables that nondimensionalize ugms by the free-stream velocity. The planar
boundary layer results of Haritonidis et al. (1990) are also included (8* = 1500 assumed,
see footnote 3). Clearly, the disparity between the measurcments of Lueptow and
Haritonidis (1987) and the present investigation disappears in this scaling, confirming the
likelthood that the differences in Figure 4-7(a) are due to the measurement of the wall

shear stress.

4The difference in the 1¥ values is not enough (o account for the observed magnitde difference.
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Comparison of these sets of measurements to the planar boundary layer values shows
that the effect of transverse curvature appears to be a reduction in the turbulence intensities
throughout most of the layer (0.07 < y/8 < 0.7) but an increase in the levels very near the
wall and at the edge of the boundary layer (y/0 > 0.8). The results for uym,/U. of Afzal
and Singh (1976), Luxton et al. (1984), and Neves et al. (1991) also support these
trends. A systematic increase in ums/U. near the wall and systematic decrease in tymg/Ue

in the outer layer are also apparent in the accumulative body of results, as well as the

results in Figure 4-7(b). When upy is scaled on ug, the systematic variation is obscured
because uy itself is a function of transverse curvature. From the decrease in upyy/u, with
increased d/a observed in the numerical results of Neves et al., it appears that upy near the
wall increases at a slower rate than u,. Since the wall of the cylindrical boundary layer
provides less constraint on the outer flow and motion of eddies in the boundary layer, the
increased turbulence intensities near the wall could also be related to the passage of large-
scale outer structures (of velocity scale U.) very near the wall (Luxton et al. 1984). The

larger turbulence intensities observed at y/d > 0.8 are difficult to interpret.

4.2 Spectral Properties

Because of the random character of turbulence, a broad range of quasi-coherent
structures and, hence, quasi-periodic motions are present in any turbulent flow. Although
distinct frequencies are not penmnanently present, an average broadband distribution of
tur~uient energy 2cross all frequencies present in the flov: does exist. Spectral analysis of
turbuience quantities provides a means to describe the energy content of the turbulent flow
as a function of frequency. I thus provides essential information on the random nature of

the turbulent signals and a window by which to view the distribution of scales in the
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turbulent flow. As a result, any effect transverse curvature has on the physical structure
of the turbulent boundary layer should be revealed through the spectral characteristics of
measured turbulence quantities. The spectral analysis entails autospectral densities of the

fluctuating wall pressure and streamwise turbulent velocity signals.

4.2.1 Definitions

Although there are several ways to compute spectral density functions for a stationary
random process, the most straightforward approach is based on the finite Fourier
transform of the data record. The one-sided autospectral density for a stationary random

variable x(t) is defined as
Ouu(f) = 2lim TEX*(OX(O) (4.13)
= 2lim TE[X(H}?] |
T—eo
where X(f) is the finite Fourier transform of x(t) defined by equation (2.12). In practice,
it is impossible to perform the limiting operation in equation (4.13), and the expected

value operation E[ ] must be performed over a finite number of subrecords.

Consequently, equation (4.13) is estimated by the ensemble average of the subrecords as

Ol = % > X2, (4.14)

i=1

where ny is the number of subrecords, T represents the length of each subrecord, and the

hat () signifies an estimate of the spectral density. Herein, a single subscript will replace
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the repeated subscript in the symbol for the autospectrum. Equation (4.14) is performed

computationally in terms of the discrete finite Fourier transform: according to the following

expression:
-~ N4
O(f) = 2L 3 Xiffid? , k=01 N2, 4.15)
i=1
where
N-1 -j2xka
Xi(fy) =% Y xi.e N k=0,1,., N-1 (4.16)
n=0

and N represents the number of data points in each subrecord. Equation (4.16) was
computed by fast Fourier transform (FFT) procedures. Because ax(fk) is a one-sided
autospectrum (i.c., f 2 0), only spectral components up to values of k = N/2 are computed
in equation (4.15). All of the autospectral density results to be presented shortly utilized
512 subrecords of 1024 points each (524288 total points), as shown in Table 2-2. This
produced a frequency resolution of Af = 19.53 Hz. Digital filtering was not used for the
following spectral results.

4.2.2 Fluctuating Wall Pressure Spectrum
Wall Pressure Spectral Scaling

Because the fluctuating wall pressure at a point is associated with velocity fluctuations
throughout the entire boundary layer through the Poisson equation for the wall pressure
(see Section 1.1.2 and equation 1.7), the power spectral density of the fluctuating wall

pressure is established by the turbulence throughout the entire boundary layer being

convected past the pressure transducer. As a result, scaling methods (dynamical
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similarity) have been effective at identifying the location of the turbulent source regions in
the boundary layer that contribute 1o t>= various regions of the wall pressure spectrum.
These regions are consistent with the spactral regions of the wall pressure field suggested
from examining the form of the spectral solution to the Poisson equation for the wall
pressure.

Recall from Section 1.1.2 that the solution suggests three separate spectral regions
exist for the wall pressure fluctuations corresponding to three separate turbulent source
regions in the boundary layer. Turbulent sources in the innermost portions of the
boundary layer (y* < 30) contribute to the high-frequency portion of the wall pressure
spectrum and lead to an w3 frequency dependence for the spectral energy. Sources in the
log portions of the boundary layer, including the inner portion of the wake region
(y* > 30 to y/8 < 0.6), contribute to the intermediate spectral frequencies and result in an
w-! frequency dependence for the spectrum. Finally, the solution suggests that sources
located in the outermost portions of the boundary layer (y/8 > 0.6), including the
turbulent/nonturbulent interface, and the portion of the potential flow outside of the
boundary layer that experiences irrotational velocity fluctuations due to the undulating
turbulent/nonturbulent interface contribute to the low-frequency portion of the wall
pressure spectrum and lead to an ? frequency dependence.

When the experimental wall pressure spectra are scaled on outer variables associated
with the global features of the flow (i.e., §* and U..), the low-frequency portion of the
spectra collapse independent of Reynolds number. Hence, it can be assumed that sources
contributing to the low-frequency portion of the spectra are located in the outer regions of

the boundary layer. When scaled on inner variables associated with the viscous effects at

the wall (i.e., v and uq), a universal collapse of the experimental wall pressure spectra is
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observed independent of Reynolds number at high frequencies.5 This indicates that
sources that contribute to the high-frequency portions of the spectra are located in the
near-wall region of the boundary layer. Intermediate frequencies tend to collapse on inner
or outer scales,

The appropriate outer scaling variables required to collapse the low-frequency portions
of the spectra with widely varying Reynolds numbers are somewhat unresolved. The two

outer scaling laws used most frequently are

Dy wd*
(1) Outer Variables o5 E o Ue o
' . Qy(w)U.. wd*
(2) Cuter (Mixed) Variables 5 Vs. U °
T w&* o

where @ = 2nf and Op(w) = Op(f)/2n. Recently Keith, Hurdis, and Abraham (1991)
have concluded that the mixed scaling is more effective for data sets having Reg < 4500,
while the appropriate scaling for data sets having Reg > 4500 remains inconclusive due to
conflicting results of different investigators. In either outer scaling, high-frequency
spectral energy increases with Reynolds number. If high-frequency spectral attenuation
due to transducer spatial resolution is assumed to follow the general form proposed by
Corcos (1963), the quantity d/3* is the appropriate parameter that determines the spatial
resolution for the outer scaling (Keith, Hurdis, and Abraham 1991). The inner scaling

law that produces a universal collapse independent of Reynolds number of the high

SThe collapse at high frequencies only occurs after ransducer effects are appropriately accounted for.
As discussed in Section 3.2, a pressure transducer cannot resolve turbulent scales smaller than its effective
diameter. Consequently, transducer size affects the spatial resolution of the pressure field and leads to an
attenuation of the wall pressure spectrum at high trequencies. The use of pinhole microphones has also
been associated with increased high-frequency spectral levels (Bull and Thomas 1976).
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frequency portions of the wall pressure spectra is given by

D (w)u?
(3) Inner Variables DO s @y
By u?

For this scaling, the quantity d* has traditionally been used as the spatial resolution
parameter that determines the high-frequency attenuation of the spectra. If the form of the
Corcos model is considered, however, dimensional analysis reveals that the appropriate
spatial resolution parameter is given by d* = d*(uyU..) (Keith, Hurdis, and Abraham
1991). When spectra are scaled on inner variables, the low-frequency spectral energy

increases with Reynolds number.

Comparison of Wall Pressure Spectral Results

Becaus~ the wall pressure spectra are established by the convected turbulence
throughout «ne entire boundary layer, any effect that transverse curvature has on the flow
field and turbulence structure could be revealed in the wall pressure spectrum. The wall
pressure spectrum measured in the present investigation is shown in dimensional
coordinates in Figure 4-8. The limits of the bandpass filter indicated in the figure are
included for later reference (Chapters 5 and 6). The spectrum clearly exhibits an extended
region of w3 frequency dependence at high frequencies, as predicted by Blake (1986),
who considered the form of the spectral solution to the Poisson equation for the wall
pressure (equation (1.7)). An extended w! region predicted to exist by Blake and others
is not apparent. Due to the low-frequency acoustic contamination (see Section 3.1.1), an
«? frequency dependence predicted to result at low frequencies from irrotational velocity

fluctuations in the undulating turbuient/nonturbulent interface is also not visible in the
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present measurements.

To deduce the effect of transverse curvature on the various spectral regions of the
boundary iayer, the present measurements are compared to the planar boundary layer
measurements of Farabee (1986) in the three different scalings in Figures 4-9, 4-10, and
4-11. The data of Farabee were selected for comparison because they were obtained with
a transducer resolution, microphone type (i.c., pinhole), and Reynolds number similar to
those used in the present investigation. The low-frequency contamination below 78 Hz as
well as the high-frequency noise above 6700 Hz in the present measurements, both
denoted in Figure 4-8, are ignored in the evaluation. Because Reg <4500 for both sets of
measurements, the mixed scaling in Figure 4-10 should be the appropriate outer scaling.
Since only the low-frequency portions of the spectra collapse independent of Reynolds
number in an outer scaling, the spectra should only be compared at low frequencies in
Figure 4-10. As can be seen, the present measurements have lower energy content than
the planar boundary layer spectrum at low frequencies. The smaller difference in low-
frequency energy in Figure 4-9 may be related to the inappropriateness of this outer
scaling for data with Reg < 4500.

The wall pressure spectra scaled on inner variables are shown in Figure 4-11. Since
only the high-frequency portions of the spectra collapse independent of Reynolds number
in an inner scaling, the spectra should only be compared at high frequencies in Figure
4-11. Because of the similar transducer types and the small difference of S percent in
transducer diarneters in terms of the inner scaling spatial resolution parameter, d*, for the
two sets of measurements, the influence of these factors on the high-frequency spectral
levels should not be large. As can be seen, at high frequencies the present measurements
collapse with the planar boundary layer spectrum of Farabee (1986). That the high-

frequency portions of the spectra also collapse in both outer scalings (Figures 4-9 and
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4-10) tends to indicate that the small differences in Reynolds number and transducer
resolution between the two sets of measurements are negligible,

The reduced low-frequency spectral energy content observed in the present
measurements is consistent with the cylindrical boundary layer measurements of
Willmarth and Yang (1970).6 They used this result in part to arrive at the conclusion that
the transverse shearing action in a boundary layer with transverse curvature acts to reduce
the scale of the larger eddies. The spectral results of Willmarth and Yang and the planar
boundary layer spect..m of Bull (1967), to which they compared their results, are
included in Figures 4-9 through 4-11. The outer scaling in Figure 4-9 is similar to the
scaling used by Willmarth and Yang (1970). Since Reg > 4500 for both sets of
measurements, it should be the more appropriate outer scaling. With this scaling,
Willmarth and Yang (1970) also concluded that the spectral energy content of the
cylindrical boundary layer exceeds that of the planar boundary layer at high frequencies.
This contributed to their conclusion that the pressure-producing eddies in the cylindrical
boundary layer are smaller than in a planar boundary layer. However, since differences in
Reynolds number exist between the two sets of measurements, the outer scaling can only
be used to compare the low-frequency portions of their wall pressure spectra. The larger
high-frequency spectral levels of Willmarth and Yang (1970) in the outer scaling in Figure
4-9 are consistent with the larger Reg used for their measurements and the fact that high-
frequency energy increases with Reynolds number in this scaling. It is also consistent
with the 30-percent smaller pressure transducer diameter (in terms of the outer resolution
parameter, d/5*) used for their measurements. Because scaling the wall pressure spectra

on inner variables collapses the spectra at high frequencies independent of Reynolds

6 Willmarth et al. (1976) also measured the wall pressure spectrum in a cylindnical boundary layer
(8/a ~ 4), except they did not provide sufficient parameters o allow a conversion of their spectra into the
form used in the present investigation. Henge, their results are not included in this analysis.




105

number, an inner scaling is the appropriate way to compare the high-frequency spectra of
Willmarth and Yang (1970) and Bull (1967).

The results of Willmarth and Yang (1970) and Bull (1967) scaled on inner variables
are included in Figure 4-11. In this scaling, the difference in transducer diameters in
terms of the inner spatial resolution parameter d* is only about 4 percent (9 percent in
terms of d+). Clearly, in this scaling, the difference in spectral energies at high
frequencies is greatly diminished. If the data of Bull would have extended to higher
frequencies, it secems likely that a collapse of the spectra would have occurred—consistent
with the present findings. This indicates that the increase in high-frequency spectral
energy with transverse curvature observed earlier was entirely a result of the choice of
scaling variables and differences in Reynolds number and transducer resolution and not a
result of transverse curvature.

Hence, the effect of transverse curvature is to decrease the low-frequency energy
content of the fluctuating wall pressure while leaving the high-frequency content
unaffected. This is supported by the reduced rms wall pressure for the boundary layer
with transverse curvature. These conclusions are consistent with the idea that transverse
curvature should not affect the smallest turbulent scales in the fiow that are too near the
wall and of too small a scale to be influenced by the transverse shearing action or other
factors that result from the curvature of the boundary. Based on the present
measurements alone, the conclusion of smaller eddy size in the cylindrical boundary layer

made by Willmarth cannot be supported.

4.2.3 Streamwise Turbulent Velocity Spectra

The dimensional power spectra for the streamwise turbulent velocitics at the nine wall-

normal locations in the cylindrical boundary layer are showr in Figure 4-12. The general
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character of the spectra is similar to what is observed in a planar boundary layer (Helal,
Caszrella, and Farabee 1989). The spectral results for y/d > 1 are indicative of the band-
limited energy content of the turbulent potential-flow interface and the free stream past the
edge of the boundary layer. Below approximately 40 Hz, these three spectra measured at
y/® > 1 are contaminated by low-frequency acoustic and large-eddy disturbances in the
test section. Because the low-frequency energy content of the spectra measured within the
boundary layer (y/d < 1) are generally at least an arder of magnitude larger, they are not
affected by these free stream disturbances. The bandpass filter limits are included in
Figure 4-12 for later reference (Chapters S and 6).

The spectra measured at the first six positions from the wall (y/d < 1) are presented in

Figures 4-13 and 4-14 in a nendimensionalized and normalized wavenumber (k) scaling:

99-(& vs. k
UZns '

where k = /U = 2rfU, (k) = U (0) = U2r)D,(f), and U = U(y) is the local
mean velocity at the measurement location. Because this wavenumber representation
scales the spectral amplitude and normmalizes the frequency axis by the local mean velocity,
it imposes a sclf-similanty on the velocity spectra at different wall-normal positions in the
boundary layer. Near the wall and at intermediate wavenumbers (or frequencies), a k!
wavenumber dependence known as the viscous-convective region has been predicied and
found to exist in a planar boundary layer due to the interaction of the mean and turbulent
flows (Hinze 1975). In the outer regions and at relatively high wawnumber values, a
k-37 wavenumber dependence corresponding to the inertial subrange is predicted for and
observed in a planar boundary layer due to the turbulent encrgy transfer being dominated

by the incrual transfer of cacrgy from larger to smaller eddies (Hinze 1975).
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The spectra measured in the inner part of the boundary layer (y* < 169) are shown in
Figure 4-13. These spectra contain a discernible wavenurnber range of k! dependence
characteristic of the viscous-convective region as is also found in a planar boundary layer.
The low-wavenumber turbulent energy, which results from larger eddies, decreases as the
wall is approached, as is expected and as occurs in a planar boundary layer. At high
wavenumbers, the spectral energy in a planar boundary layer uniformly increases as the
wall is approached. This is not observed in the present measurements where, instead, a
maximum high-wavenumber energy content is observed in the measurement at y* = 85.
A similar effect can be seen in the cylindrical boundary layer spectral measurements of
Lucptow and Haritonidis (1987). In their case, the maximum high-wavenumber energy
content occurred at y* = 78. Other than the fact that these wall-normal locations are
consistent with the locations at which the turbulence intensities (upms/U..) in the cylindrical
boundary layer exceed the planar boundary layer values in Figure 4-7, this trend is
difficult to 1nterpret.

The spectra measurcd in the outer portions of the boundary layer (y* = 339 and 677)
are plotted along with the measurement at y* = 169 in Figure 4-14. The k37 law
corresponding to the inertial subrange is followsd rather closely for these outer region
measurements as is also found for a planar boundary layer. The high-wavenumber
spectral energy resulting from the smaller eddies in the flow drops off with increased
distance from the wall as expected. The low-wavenumber energy content does not
increase significantly with increasing distance from the wall over the level obtained at
y* = 169—similar to what is obscrved in a planar boundary layer. This is because the
flow outside of the near-wall region is less affected by the presence of the wail.

To deduce any possible effect of transverse curvature on the velocity spectra, the

present measurements for ¥/8 < | are compared to the planar boundary layer
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measurements of Klebanoff (1954) (Reg = 7500, 1* = 18.5) in Figure 4-15. Although it
is difficult to make direct spectrum-to-spectrum comparisons due to differences in the y/8
and y* values for the two sets of measurements, the overall trend is clear. The low-
wavenumber spectral energy content of the present measurements is less than that
observed in the planar boundary layer while the high-wavenumber content is higher. The
disparity between the present measurements and those of Klebanoff is approximately
constant at low wavenumbers for all positions in the boundary layer but decreases at high
wavenumbers as the wall is approached. This is consistent with the trends found for the
wall pressure spectrum since it is the high-wavenumber portions of the near-wall velocity

spectra that &:¢ related to the high-frequency portions of the wall pressure spectrum.

R,




CHAPTER §

CONDITIONAL SAMPLING OF WALL PRESSURE
AND STREAMWISE VELOCITY EVENTS

The relationship between the fluctuating wall pressure and the streamwise velocities in
the near-wall region is investigated in this chapter by means of conditional sampling.
Conditional sampling procedures have emerged from the belief that coherent structures or
repeated sequences of events are responsible for the production of turbulence in the near-
wall region and the desire to extract their characteristic signatare from the stochastic
background. They are based on detection schemes that identify a repeated pattern or
salient feature believed to be associated with turbulence production in a turbulent signal.
Because the bursting phenomenon is believed to be the mechanism largely responsible for
the generation of turbulence in the near-wall region, detection schemes have been
developed to detect locally high levels of streamwise velocity fluctuations associated with
lay &os of high shear known to be related to the burst-sweep cycle. The most successful is
the vanable-interval time averaging (VITA) technique (Blackwelder ard Kaplan 1976),
which has identified a universal streamwise velocity signature associated with the high
shear layer (rapid increase or acceleration in streamwise velocity) that is believed to be
related to the bursting process. Because large-amplitude wall pressure fluctuations are

belicved to be associated with turbulence production in the near-wall region (Schewe
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1983, Johansson et al. 1987, Haritonidis et al. 1990), the aim of the present analysis is to
relate these wall pressure peaks to flow structures associated with the burst-sweep cycle in
the near-wall region.

The analysis entails examining the conditionally averaged pressure and velocities to
deduce the character of the streamwise velocity at the time of occurrence of the large-
amplitude wall pressure peaks and the character of the fluctuating wall pressure at the time
of occurrence of the VITA events. Any similarity between the two sets of conditionally
averaged results would indicate a bidirectional (one-to-onc) relationship between bursting
and large-amplitude wall pressure fluctuations. The conditional averaging procedure
consists of three sieps:

1.) Apply detection criterion to source (or trigger) signal and establish reference
times (t;) for the occurrence of events.

2.) Sample the source and secondary signals over a prespecified window centered
about the event detection times to extract the individual events.

3.) Ensemble average the individual conditionally sampled events for the two
signals according to the relation

Newnss
K@)y =1— Y x(+7) | (5.1)

Nevcn{s i=l

where x(t) represents either the wall pressure or sreamwise velocity signals, Neyens 18 the
number of events, t; is the detection time of event {, and 1 is the time relative to the
detection time in the sampling window of duration T (-T/2 S © < T/2). The subscript g
denotes the trigger signal (pressure or velocity) used for detection. Because throughout
this chapter both the conditionally averaged pressure and velocity signatures are presented
simultancously in the figures, the trigger signal is denoted by a bold symbol rather than a

subscript g (i.c., <p><u> indicates p(t) is the trigget, <u><p> indicates u(t) is the
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trigger). The conditionally averaged curve for the trigger signal is also bold in the figures.

The pressure peak and VITA detection schemes will be described in Section 5.1. The
frequency of occurrence and duration of the detected events are examined in Section 5.2.
These characteristics are used to establish the appropriate detection parameters for the
conditional averaging analysis. Finally, the conditionally averaged wall pressure and
velocities are examined in Section 5.3 to deduce the origin of the large-amplitude wall
pressure fluctuations. For this analysis, the simultaneously acquired 81920-point
pressure and velocity records are used. Because conditional sampling is performed on
high-frequency wall pressure activities as a consequence of the window of the detection
schemes, the low-frequency cutoff for the bandpass filter (see Section 2.3.3) had a
negligible effect on the conditionally averaged results. The analysis of the data was

performed with the programs PKDET and VITA in Table 2-2.

5.1 Detection Criteria
5.1.1 Pressure Peak Detection

A peak detection method (Her 1986, Johansson et al. 1987) was utilized to identify
large-amplitude wall pressure eveats. When the wall pressure signal amplitudes relative
to the rms level exceed some pre-established threshold level K, an event was said to exist.
A positive pressure event was declared to be present when the amplitude exceeded Xppms
and a negative pressure event was declared to be present when the amplitude fell below
~KPrms-

Her (1986) and Johansson et al. (1987) defined the detection time of the event as the
midpoint of the portion of the event that exceeds the threshold. If the large-amplitude

pressure events are not symmetric about the peaks, this procedure will generate detection
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times that do not align with the time of maximum wall pressure activity. Karangelen et al.
(1991) resolved this potential problem by setting the reference time at the maximum peak
magnitude between two threshold crossings (i.e., maximum amplitude for positive events
and minimum amplitude for negative events). This procedure has the problem, however,
of registering subtle oscillations in the wall pressure signals about the threshold level as
multiple events. Because these oscillations were observed in the pressure signals in the
present measurements, the detection time for the present investigation was set at the
maximum peak magnitude between the initial threshold crossing and subsequent zero-
crossing (i.e., once signal crosses threshold, the event is not declared over until the signal
crosses zero). Although this procedure will count positive (or negative) peaks that occur
successively without crossing zero as one event, these types of fluctuations occurred far
less frequently in the pressure signals. This is because large-amplitude wall pressure
fluctuations are generally characterized by two or more extremes of alternating signs
(Schewe 1983). Although the total number of events detected with the present scheme
was slightly less (2-3 percent) than that detected using the detection scheme used by
Karangelen et al. (1991), the relative number of positive to negative events was

independent of the scheme used.

5.1.2 VITA Detection

Variable-interval time averaging (Blackwelder and Kaplan 1976), or VITA, can be
used to detect layers of high shear (rapid changes in streamwise velocity) associated with
the bursting process in the near-wall region of the boundary layer. The technique
searches for portions of the velocity signal that contain a sharply changing velocity
associated with turbulence activity related to a burst by examining the magnitude of the

short-time variance of the signal. The short-time variance of the streamwise velocity is
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defined by

1+T2 2

u(s) ds - % I u(s) ds| (5.2)
t-T2

1+TR

var(t,T) = J—I
T
-T2

where the first and second terms are short (‘variable-interval’) time averages of u2(t) and
u(t), respectively, and T is the averaging time.

A high-shear layer event is declared to exist when this local short-time variance of the
streamwise velocity signal relative to the total long-time variance (obtained from equation
(5.2) as T becomes large) exceeds a pre-established threshold level k. For the zero-mean
velocity signal the long-time variance is equivalent to the mean square value of the total

record of the signal, uZy; ; hence, the detection criterion is expressed as

var(t,T) > Kufns | (5.3)

If equation (5.3) is satisfied over a consecutive number of points, the time of occurrence
or detection time of the event is set at the short-time variance of maximum amplitude.!

Two types of VITA events can be distinguished: accelerating velocity events
(du/ot > 0) associated with the passage of a shear layer associated with the burst-swccp.
cycle and decelerating velocity events (du/at < 0) of unknown origin. Because both
events appear to be at least indirectly related to the fluctuating pressure at the wall
(Haritonidis et al. 1990), the slope of the velocity signal at the detection time was checked

so that the event could be classified as accelerating or decelerating.

1Some investigators have defined the detection time as the midpoint of the VITA event. Because the
short-time variance exceeds the threshold level for only very short durations (typically 1 to 3 points), the
two approaches differ by an inconsequential amount in this investigation. The present technique,
however, ensures that the detection time is co-located with the time of maximum turbulence activity.
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5.2 Frequency of Occurrence and Duration of Detected Events

If the pressure peak and VITA detection schemes are to be used to study the
relationship between bursting events and large-amplitude wall pressure events, it is
necessary for both detection schemes to trigger on the same flow disturbances. This is
accomplished by attempting to match the frequency of occurrence of events and event
duration from the iwo detection schemes. The VITA-detected events depend on both the
threshold level x and the averaging time T. Because a threshold of x = 1.0 has been
found to produce the smallest ovcrall variation in the frequency of occurrence of VITA
events with variations in averaging time, this threshcld value will be used for all VITA
results presented herein. The VITA technique requires that the averaging time correspond
closely with the time scale of the flow structure under investigation. For events related to
the burst-sweep cycle, the most probable event duration corresponds to the averaging time
at which the highest frequency of occurrence of accelerating VITA events is found in the
buffer layer (Johansson and Alfredsson 1982).

The frequency of occurrence of both accelerating and decelerating VITA events for the
present measurements at y* = 14, detected with a threshold of ¥ = 1.0, is shown in
Figure 5-1. The frequency of occurrence is computed as the inverse of the average time
between events, where the time between two events is defined as the elapsed time between
the two consecutive detection times.2 The longer independently acquired 524,288-point
records from Chapter 4 are used for the computed frequencies to provide more statistically
reliable results by increasing the number of realizations. The maximum frequency of

occurrence for the accelerating events occurs at an averaging time in wall units of

2Although the frequency of occurrence can also be defined as the number of detected events per unit
time (i.c., Tiota)Nevents), the present method does not count the ends of the signal where no events occur
and thus provides a more accurate estimate of the true frequency of occurrence. The difference between the
two methods was less than 5 percent.
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T+ =Tv/u,? = 18.4. This event duration and associated event frequency are similar to
those measured by Lueptow and Haritonidis (1987) in a cylindrical boundary layer at a
similar Reynolds number, as noted in Figure 5-1. They are also consistent with those
measured in a planar boundary layer (Blackwelder and Haritonidis 1983). The maximum
frequency for the decelerating events occurs at a larger averaging time than for the
accelerating events, as is also found in a planar boundary layer. This is consistent with
the cylindrical boundary layer results of Lueptow and Haritonidis (1987), except the
maximum frequency in their case was approximately 40 percent lower. This discrepancy
cannot be related to probe resolution because their hot wire was shorter, and the frequency

of VITA events increases as hot wire length decreases (Johansson and Alfredsson 1983).

It also cannot be related to errors in the measurement of u, because f* = fu 2/v, and, if
anything, their value for u; was too low as evidenced by larger values of uyms/uyin
Section 4.1.3.

The frequency of occurrence for the positive and negative large-amplitude wall
pressure events is presented in Figure 5-2(a) as a function of threshold level k. The long
524,288 data were also used for these computed values. Results are only presented for
values of x for which greater than 50 events were detected. The frequency of occurrence
of both positive and negative events decreases logarithmically with increased threshold.
This is consistent with the logarithmic relationship found for the frequency of wall
pressure peaks in a planar boundary layer (Johansson et al. 1987, Karangelen et al.
1991). A similar decrease is also found for the frequency of VITA events in a planar
boundary layer (Johansson and Alfredsson 1982). The planar boundary layer
measurements of Karangelen et al. (1991) are included in the figure for comparison.
Indicated in the figure is the burst frequency associated with the maximum frequency of

occurrence of accelerating VITA events in Figure 5-1. The frequency of occurrence of the
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positive large-amplitude wall pressure events is equivalent to the VITA frequency at a
threshold level of approximately 2.3. This suggests that large-amplitude wall pressure
fluctuations at and above this threshold could be associated with the near-wall bursting
process.

The average event duration for both the positive and negative wall pressure events as a
function of threshold is shown in Figure 5-2(b). The average event duration for the large-
amplitude wall pressure peaks was computed as the average time interval between the pre-
and post-threshold zerocrossings for all of the events. A maximum occurs in the event
duration distribution in Figure 5-2(b) at or very near the threshold value of x = 2.3 at
which the frequencies of the pressure peak and VITA events are the same. This maximum
pressure peak event duration of 15.7 t, is comparable to the VITA event duration
(optimum averaging time) of 18.4. The variation in event duration with threshold in
Figure 5-2(b) of approximately 10-16 ty is very similar to the range of values given by
Johansson et al. (1987) and Karangeien et al. (1991) for large-amplitude wall pressure
events in a planar boundary layer. The duration of negative wall pressure events in the
present measurements is smaller than the positive wall pressure events at all threshold
levels. This result has not been previously reported in the literature. A possible
explanation for this phenomenon is revealed in Section 5.3.1.

From the results in Figures 5-1 and 5-2 it can be concluded that for a meaningful
comparison to be made between the large-amplitude pressure fluctuations at the wall
detected with the peak detection method and bursting events in the near-wall region
detected with VITA, a threshold of approximately 2.3 should be used for the pressure
peak criterion. In this way, the two detection schemes yicld similar event frequencies and
event durations, Conditionally averaged pressure and velocity signatures typical of those

measured in the near-wall region in this investigation are shown in Figure 5-3 for peak
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detection thresholds of 2 and 3. Clearly, a variation in x about this optimum threshold
level does not have much of an effect on the relationship between <p> and <u>.
Consequently, to facilitate comparison of the results to the planar boundary layer
measurements of Johansson et al. (1987) and Haritonidis et al. {1990), a threshold level
of 2.5 is utilized for the conditionally averaged results in the next section.

The logarithmic decrease of event frequencies measured in the present investigation
with increasing threshold level is consistent with the planar boundary layer measurements
of Karangelen et al. (1991), as shown in Figure 5-2(z). Figure 5-4 compares the ratios of
positive-to-negative event frequencies from Figure 5-2(a) for the cylindrical and planar
boundary layer measurements. Both sets of measurements have ratios less than one since
for either set of measurements the frequency of occurrence for large-amplitude negative
events exceeds that for large-amplitude positive events—consistent with the negative
skewness measured for the wall pressure in either boundary layer (see Section 4.1.2).
However, the ratios for the present measurements are larger than those of Karangelen et
al. (1991) for all threshold levels greater than x = 2. If this trend is solely due to the
transverse wall curvature in the present measurements, these results indicate that positive
events occur more frequently with respect to negative events in a cylindrical boundary
layer than they do in the planar boundary layer—consistent with the wall pressure

skewness findings in Chapter 4.

5.3 Conditionally Averaged Pressure-Velocity Results

The conditionally averaged pressure and velocity signatures obtained with the hot-wire

probe immediately above the pressure transducer (x* = 0, y* = 14, @ = 0°) are presented
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in Figure 5-5.3 The p and u signatures obtained using pressure peak detection (K = 2.5)
are shown in Figures 5-5(a) and 5-5(b), while those obtained using VITA (x = 1.0,
T+ = 18.4) are shown in Figures 5-5(c) and 5-5(d). The conditional averages are
normalized according to the usual conventions—<p>/KPmms and <u>/ums for the pressure
peak results and <u>k!/2u.y and <p>/prms for the VITA results.

‘The conditionally averaged pressure and velocity signatures obtained from the two
detection schemes are qualitatively similar. Positive large-amplitude wall pressure events
in Figure 5-5(a) are associated with local increases or accelerations in streamwisc velocity,
while negative large-amplitude pressure peaks (Figure 5-5(b)) are associated with local
decreases in streamwise velocity. Correspondingly, streamwise velocity accelerations
detected with VITA (Figure 5-5(c)) are associated with positive peaks in the wall
pressure, while decelerations (Figure 5-5(d)) are associated with negative pressure peaks.
This bidirectional relationship between pressure peak and VITA events illustrates that a
coupling exists between both positive and negative large-amplitude wall pressure peaks
and streamwise velocity fluctuations in the near-wall region. The relationship between
decelerations and negative pressure peaks is not as strong as for the positive pressure
peaks and accelerations as can be seen by the lower overall similarity in the magnitudes of
the conditionally averaged signatures between the two detection schemes (i.c., smaller
velocity magnitudes are associated with the negative peak detection results than with the
positive peak results, and smaller pressure amplitudes are associated with the decelerating

VITA results than with the accelerating VITA results). These results are consistent with

3The conditionally averaged wall pressure peaks in Figures 5-5(a) and 5-5(b) with the hot-wire probe
located at x* = 0, y* = 14, and @ = 0° are slightly affected by the presence of the probe (see Section
3.1.3). The primary effect is a larger number of positive events than would be otherwise present due to
the flow field around the hot wire impinging upon the wallpressure-transducer (the skewness for the wall
pressure was also slightly positive at this hot wire location). This results in a slightly distorted shape of
the conditionally averaged pressure pattern due to the presence of these extrancous nonturbulence related
‘events’. The effect, however, is small (sec Figure 5-8).
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those reported for measurements in a pipe flow at y* = 16 (Dinkelacker 1990). Very
similar relationships can also be detected in the planar boundary layer measurements of
Haritonidis et al. (1990) at y* = 15.

This bidirectional relationship is also demonstrated in Figure 5-6(a), where the
amplitude for cach detected pressure event is plotted against the slope of the streamwise
velocity signal (du/dt) at the time of detection, and in Figure 5-6(b), where the slope
(du/at) for each detected VITA event amplitude is plotted against the pressure amplitude at
the time of detection. The gap in the data points in Figure 5-6(a) is a result of the pressure
threshold used for the pressure peak detection scheme. The vast majority of the events
fall in either the first or third quadrants (i.e., positive pressure peaks with accelerating
velocities and negative pressure peaks with decelerating velccities)}—consistent with the
conditionally averaged results.

From simultaneous measurement of wall pressure and both the streamwise and wall-
normal component of velocity at y* = 15 in a planar boundary layer, Haritonidis et al.
(1990) found that positive pressures were associated with sweeps (u > 0, v < 0), while
negative wall pressures were primarily distinguished by negative streamwise velocities
(u < 0) with no preferential sign for v. This conclusion is not supported by the present
measurements, as shown in Figure 5-7(a), where the amplitude of each detected pressure
peak is plotted against the streamwise velocity at the time of detection. Although the
present measurements do show a slight tendency for positive pressures to be associated
with positive values of u, the trend is nowhere near as strong as that indicated by
Haritonidis et al. Furthermore, negative pressures show no greater tendency to be
associated with positive or negative values of u. When the streamwise velocity and
pressure at the time of detected VITA events are plotied in a similar fashion, as shown in

Figure 5-7(b), neither positive nor negative pressures show any tendency to be associated
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with a particular sign of u. Although the cause for the difference between the present
measurements and those of Haritonidis et al. (1990) is difficult to interpret, the results of
Haritonidis et al. (1990) contradict some of their earlier results (Johansson, Her, and
Haritonidis 1987) in which it was reported that negative wall pressure events were
associated with predominaatly positive values for u (i.c., sweeps).

From the results presented in Figures 5-5, 5-6, and 5-7, the correct interpretation of
the large-amplitude wall pressure peaks appears to be that their sign is directly related to
the sign of the temporal derivative of u(t) and not the sign of u(t) itself. Positive pressure
peaks are associated with local accelerations of fluid (du/dt > 0) and are thus associated
with shear-layer structures as initially deduced by Johansson et al. (1987). Negative wall
pressure peaks, on the other hand, are associated with local decelerations of fluid
(0wdt < 0). Because the sign of p is only related to the slope of u, there is no explicit link
to the sign of u(t) since the magnitude of the streamwise velocity at the time of the
acceleration or deceleration can be of either sign, depending upon the form of large-scale
influences at the time. This explains the contradiction between the results of Haritonidis et
al. (1990), Johansson et al. (1987), and the present measurements with regard to the sign
of u. The conclusion by Haritonidis et al. (1990) that the pressure and buffer layer flow
structures are coupled through the normal velocity component is not necessanly
contradictory since the u and v velocity components are likely coupled themselves.

This bidirectional relationship for both positive and negative pressure peaks indicates
that both types of large-amplitude wall pressure fluctuanoas are directly linked to flow
structures in the near-wall region. Considering that both positive and negative events
occur with similar frequency, it would appear that both types of ‘events' (i.e., positive-
p/accelerating-u, negative-p/decelerating-u) are equally important to the physics of the

near-wall flow. [If Taylor's hypothesis, d/dt = -U.9/dx, is assumed for the small-scale,
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near-wall structure generating the pressure fluctuations, the interpretation is that the sign
of p is directly related to the sign of the spatial derivative of u(x). Although it is clear that
local accelerations (du/dt > 0, du/dx < 0) result from near-wall shear layers, which have
low-speed fluid in front and high-speed fluid behind, the question that remains is what
sort of near-wall flow structure generates a local deceleration in streamwise velocity
(wdt < 0, dwdx > 0) such that the streamwise velocity is high in front and then goes low
with the passage of the structure. A possibie answer to this question is revealed in
Section 6.2.2 with respect to the pressure-velocity cross-spectral and cross-correlation

results.

5.3.1 Wall-Normal Dependence of Conditionally Averaged Signals

The conditionally averaged wall pressure and velocity signatures obtained immediately
above the pressure transducer (x* = 0, @ = 0°), but at various distances above the wall,
are examined in Figures 5-8 and 5-9. In Figure 5-8, the velocity signatures at each wall-
normal location are obtained by conditional sampling the velocity signals at the detection
ames established by the pressure peak detection method for the associated pressure signal.
The pressure signatures are neariy ic.entical in each plot, except for small vanations from
one data set 1o another. Although the form of the pressure signature at the closest position
to the wall (y* = 14) is affected somewhat by the presence of the hot-wire probe, the
effect is small (see footnote 3). In Figure $-9, the pressure signals are conditionally
sampled at the detection times set by the VITA technique at the vanous distances from the
wall. Here, the separate velocity signatures are different since they are associated with
different regions of the flow.

For cither detection scheme, the relationship between the conditionally averaged

pressure and velocities weakens considerably with increased y.  The bidirectional
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relationship between positive large-amplitude wall pressure peaks and shear layer
structures observed at y* = 14 is nearly as strong at y* = 28, as evidenced by the
qualitative similarity still present between the conditional averages obtained with the two
detection techniques shown in Figures 5-8 and 5-9. The relationship between negative
pressures and decelerating velocities, although still present, has diminished from what it
was at y* = 14. By y* = 85, the association between both positive-pressures/
accelerations and negative-pressures/decelerations has diminished. By y+ = 169, nearly
all the observed associations are gone. A similar trend has been found for the positive
large-amplitude wall pressure peaks at a very similar value of y* in a planar boundary
layer (Johansson et al. 1987). Johansson et al. did not examine decelerating VITA-on-u
events.

The diminished bidirectional relationship observed at y+ = 169 in the present
measurements is further illustrated in Figure 5-10, where the pressure amplitudes and
velocity derivatives at the detection times for each event are plotted against one another for
both detection schemes. This figure should be compared to Figure 5-6, which was
constructed in the same fashion but at y* = 14. The events in cither Figure 5-10(a)
(pressure peak detection) or 5-10(b) (VITA-on-u detection) are distributed in all four
quadrants equally, indicating that no preferred associations exist between the sign of p and
du/ot and that the bidirectional relationship between <p> and <u> disappears.

The results in Figures 5-8, 5-9, and 5-10 indicate that large-amplitude wall pressure
fluctuations are primarily associated with flow structures in and beneath the buffer layer
(y* < 28), although there is some relation to flow structures throughout the near-wall
region (y* < 85). In addition, flow structures generating the ncgative pressuses appear to
be concentrated somewhat closer to the wall than those that generate the positive

pressures, as indicated by the more rapid decay of the conditional averages with distance
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from the wall. From the observed trend with increasing y* in Figures 5-8 and 5-9, it
appears that a strong negative pressure peak may be associated with a strong decelerating
velocity in the figures if measurements were made closer to the wall than y* = 14, If the
sources for the negative pressure peaks are located closer to the wall, the smaller
associated length scales might explain the shorter average event duration observed for the
negative pressure peaks than for the positive pressure peaks (see Section 5.2 and Figure
5-2(b)).

5.3.2 Streamwise Dependence of Conditionally Averaged Signals

The convective behavior of the flow structures responsible for the large-amplitude
wall pressure fluctuations is examined in Figures 5-11 and 5-12 through comparisons of
conditionally averaged velocity and wall pressure signatures at various streamwise
scparation distances between the hot wire and pressure transducer (@ = 0°). The
relationships at both y* = 14 and 28 are examined since these are the locations at which
the greatest relationship was observed between the large-amplitude wall pressure
fluctuations and near-wall velocity events. The positive and negative pressure peak
results are presented in Figure 5-11. Because the trigger signal (pressure) is located
upstream of the secondary signal (velocity), these results examine the convective behavior
of shear layer structures in the downstream direction that produced a pressure peak at
x* = 0. Since the conditionally averaged pressure is the same at each position of the
probe, only the pressure signature at x* = 0 is included. The accelerating and decelerating
VITA-on-u results are presented in Figure 5-12. Because in this case the trigger signal
(velocity) is located downstream of the secondary signal (wall pressure), these results
examine the character of the wall pressure (at x* = Q) associated with a shear layer

structure jocated at successively further downstream locations. Each of the two pressure
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patterns shown at each x* is obtained by triggering at the two different wall-normal
positions of the velocity probe. Because the conditionally averaged velocity patterns at
any given y arc the same at cach streamwise position of the probe, only the velocity
signatures at x* = 0 are included.

With increasing streamwise separation of the pressure transducer and hot-wire probe,
the velocity signatures at both y* = 14 and 28 associated with the large-amplitude wall
pressure fluctuations in Figure 5-11 show the expected convection as indicated by the
successively larger time shift for the centroid of the velocity pattern. The differences in
time shifts between the velocity patterns at y* = 14 and 28 are primarily due to differences
in convection velocities at the two probe positions. The pressure patterns associated with
the accelerating and decelerating VITA events in Figure 5-12 also show the expected
convection effects but because the pressure transducer is located upstream of the hot wire
(negative x* with respect to trigger signal), the pressure signatures shift to negative time
delays with increasing spanwise separation. The differences in convection velocity for the
pressure patterns associated with the probe at y* = 14 and 28 are also apparent.

No appreciable change in the magnitude or duration (width) of either the shear layer
patterns (Figure 5-11) or the pressure patterns (Figure 5-12) occurs until a streamwise
separation distance of x* = 339. This indicates that the pressure-producing structures in
the near-wall flow remain fairly coherent and experience little convective decay over this
streamwise extent. By x* = 677 (not shown) the patterns have decayed considerably and
by x* = 1355 no correlated pattern remains.  This indicates that the near-wall structure
responsible for the large-amplitude wall pressure fluctuations remains intact for a
strecamwise extent between 677 < x* < 1355 or 0.76 < x/d < 1.52. This is comparable to
the convective behavior of the characteristic pressure pattern in a planar boundary layer

measure] by Schewe (1983) using streamwise-separated pressure transducers and to the
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convective behavior of the near-wall quasi-streamwise vortex structure believed to be
associated with the burst-sweep cycle in a planar boundary layer (Kline and Robinson
1990, Robinson 1990). Willmarth and Yang (1970) found that the decay of pressure-
producing structures was more rapid in the boundary layer with transverse curvature due
to the presence of smaller eddies. However, this result pertained primarily to the larger
scales in the flow since their pressure transducer was too large (d* = 158) to detect the
characteristic large-amplitude fluctuations associated with small scales near the wall (see
Section 3.2.1).

From the streamwise separation distance and the time shift of the pressure or velocity
patterns in Figures 5-11 and 5-12, an average convection velocity for the pressure-
producing structure at the two wall-normal locations can be computed. The convection
velocities for the positive-pressures/accelerating-velocity events at y* = 14 and 28 are
10.7u; and 12.1u,, respectively. The convection velocities for the negative-
pressures/decelerating-velocity events at y* = 14 and 28 are 9.6u, and 10.6u,,
respectively. These values are comparable to the convection velocity of 11.9u; computed
by Schewe (1983) for the characteristic pressure-producing structure in a planar boundary
layer; however, he did not specify the sign of the wall pressure associated with the
computed value. The lower convection velocity for the negative wall pressure peaks and
decelerating velocity patterns has not been previously reported. The trend is consistent,
however, with the results in Section 5.3.1, which appeared to indicate that the sources for

the negative pressure peaks are concentrated closer to the wall,

5.3.3 Circumferential Dependence of Conditionally Averaged Signals

The circumferential extent of the near-wall shear layer structure responsible for the

large-amplitude wall pressure fluctuations is examined in Figures 5-13 and 5-14, which
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compare conditionally averaged pressure and velocity signatures at various spanwise or
circumferential separated positions (x* = 0). The relationships at both y* = 14 and 28 are
examined. The positive and negative pressure peak results are presented i Figure 5-13,
while the accelerating and decelerating VITA-on-u events are presented in Figure 5-14.
The conditionally averaged pressure and velocity signatures at the circumferentially
separated positions bear no resemblance to the form of the conditional averages
immediately above the pressure transducer (@ = 0°) in either Figure 5-13 or 5-14. Even
$0, a consistent variation in <p> and <u> between the two detection schemes from those
at @ =0° can be detected. At@ = 20°, the conditionally averaged velocity and pressure
signatures are inverted forms from what they were at @ = 0°. The effect is generally more
apparent at y+ = 14. By @ = 40°, no appreciable relationship exists between the pressure
and velocity for either detection scheme.

Considering the fact that the spanwise (arclength) separation distances at @ = 20° of
st =67 and 71 at y* = 14 and 28, respectively, are very near the average spanwise
separation distance of z+ = 50 for the low- and high-speed streaks, the observed inversion
in the relationship between <p> and <u> is consistent with character of the flow in the
near-wall region. The inverted relationship is not as strong at y* = 28 because the larger
spanwise separation is not as near the characteristic spanwise scale for the streaky
structure. By @ = 40° the spanwise separations of s+ = 133 and 143 at y+ = 14 and 28,
respectively, are larger than the spanwise scale over which the near-wall structure remains
correlated. Dinkelacker (1990) performed similar measurements in a pipe flow and found
thar the inversion of the pressure and velocity signatures occurred very systematically with
small increments in the spanwise direction (Az* = 19)}—as would be expected from the

character of the near-wall flow.




CHAPTER 6

SPECTRAL AND CORRELATION RELATIONS BETWEEN THE
PRESSURE AND VELOCITY FLUCTUATIONS

The flow processes throughout the cylindrical boundary layer that give rise to the
fluctuating pressure at the wall are investigated in this chapter. This is done by means of
pressure-velocity cross-spectral densities and cross correlations. Because cross spectra
and cross correlations are Fourier transform pairs (see Section 6.2.1), both sets of
measurements provide related information on the relationship between the wall pressure
and the turbulent velocities in the flow. Even so, each set of results has particular
advantages. The cross-spectral density provides the desired results as a function of
frequency and is useful for examining contributions to the wall pressure from specific
turbulent structures in the flow. The cross correlation on the other hand represents an
averaging over all frequencies present in the sigrals and thus characterizes the dominant
temporal relationship between the wall pressure and the turbulent velocity at any given
point in the flow field.

The contributions to the fluctuating wall pressure from turbulent sources located
across the boundary layer are investigated by examination of the pressure-velocity cross
spectra and cross correlations from the near-wall region (y* = 14) to the outer edge of the

turbulent/nonturbulent interface (y/0 = 1.91). Information about the evolution and decay
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of these pressure-producing structures across the boundary layer as they convect
downstream is provided from cross spectra and correlation measurements made with the
hot-wire probe located at various distances downstream of the wall pressure transducer
(x/d £ 1.52). Finally, by examination of the pressure-velocity relationships resulting
from the hot-wire probe located at various circumferential positions, the spanwise
character and scale of the pressure-producing flow structures are identified.

The uressure-velocity cross-specral density and cross-correlation coefficient results
are presented in Sections 6.1 and 6.2, respectively. Both sets of results used the 81920-
point simultaneous pressure-velocity data records. The data analysis parameters used in
the computer codes PUSPEC and PUCORR that were used for these analyses are

summarized in Table 2-2.

6.1 Pressure-Velocity Cross Spectra

6.1.1 Definition of the Cross Spectrum

The cross-spectral density provides a measure of the degree to which two temporal
records are related as a function of frequency. The method used to compute the cross
spectrum for the present investigation is based on the finite Fourier transform. The one-
sided cross-spectral density function between the temporal records of two stationary

random processes p(t) and u(t) is given by

Dpu(§) = 2lim TEP*HU®) , 6.1)

where P(f) and U(f) are the finite Fourier transforms of p(t) and u(t), respectively, defined
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by equation (2.12). The cross-spectral density is estimated by ensembie averaging over a

finite number of subrecords according to the relation

~ N¢
Op()=2L> POUD (6.2)
i=1

where nq4 is the number of subrecords and T is the length of each subrecord. Equation

(6.2) is evaluated computationally by the expression

-~ ¢
Opu(f) = 2L 3 PI(EUi(f) , k=0.1..., N12 (6.3)
i=1
where
N1 -j2zkn
Piffi) = o 2, Pt N k=0l N-1, (6.42)
n=0
N-1 j2xka
Uilf) =5 2, Ut & k0L, N1, (6.4b)
n=0

and N represents the number of data points in each subrecord.
Equation (6.3) was computed by fast Fourier transform (FFT) methods. Because
cross spectra are complex quantities, it is convenient to present them in terms of

magnitude and an associated phase angle:

Opu(h) = |[Ppule 7, (6.5)
where
|¢pu(d = "/Rcz{d)pu(ﬂ} + Im2{¢w(ﬂ} . (6.6a)
Im{ @, ()
of) = tan“{-——p“—] . (6.6b)
% Re|Opu()
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and Bp(f) < 0 implies that p(t) leads u(t) at the frequency f. Because tan-! in equation
(6.6b) is bounded by 290° (i.e., the first and third quadrants of the real and imaginary
plane), a phase unwrapping algorithm was employcd that corrected the phase if the real
component of ®py(f) was negative by adding or subtracting 180°, depending upen
whether the imaginary component was positive or negative, respectively. In this way, the
phase was bounded by -180° < @,u(f) < 180°. Because the magnitude of the cross
spectrum is bounded by the relation (Bendat and Piersol 1980)

|Dpu(OF < DODYE) | 6.7)

where @p(f) and P(f) are the single-sided autospectral densities for p(t) and u(t),
respectively, given by equation (4.13), it is common to normalize the cross-spectral

magnitude in terms of the coherence function as

F = (6 = 2 68)
PR ooy '

so that 0 S I'py(f) < 1. The value of [',y(f) indicates how much one record is related to the
other at a particular frequency. A value of I'y(f) = 1 implies that the signals p(t) and u(t)
are linearly related at the frequency f, while a value of I'py(f) = 0 indicates that the two
signals are totally unrelated.

The statistical error for both the magnitude and phase of the cross spectrum are both
increasing functions of frequency since both are proportional to the inverse of the
coherence (Bendat and Piersol 1986) and because coherence decreases as frequency

increases for these results. Consequently, smoothing of the coherence and phase
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functions was performed according to

k+m,

() =E“{1sz' Tl | (6.92)
jek-m,
k+m,

¢pu(fk>=—1—2m‘+1j=§m Bou(f) (6.9b)

where my is an integer that defines the smoothing window. Because of the logarithmic
scaling customarily used to present these results and the greater statistical error at large
frequencies, a propensity of points containing large statistical scatter occurs at high
frequencies. As a result, mg was increased logarithmically with frequency. Through trial
and error, the smoothing function that generated the best curve without distorting the

information in the original results was

my ~ 4 (log £08 0 6.10)

The proportional symbol ‘~' is used in equation (6.10) because m; was an integer
obtained by truncating the fractional part of the expression. A maximum value of m; = §1
was used at frequencies above 4000 Hz since larger values tended to oversmooth.

Shown in Figure 6-1 is a typical set of coherence and phase results in their original
form and after smoothing. Clearly, the smoothed curves eliminate all the random
statistical fluctuations without distorting the character of the results. This was true for the
coherence results at all measurement points in the flow. The phase results, however,

were only effectively smoothed in the streamwise vicinity (x/8 = 0.016, x* < 14) and

circumferential plane (@ = 0°) of the pressure transducer. At all other positions in the
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boundary layer, they retained substantial scatter, even after the smoothing operation. The
reason for this is related to the fact that time delays between p(t) and u(t) associated with
spatial separations are reflected directly in the phase function. Because of the circular
nature of the phase and the form of the phase unwrapping algorithm, the phase is folded
back if large phase shifts due to spatial separations are present. Because of the changing
character of the phase with frequency due to the physics of the flow, other phase
unwrapping schemes that utilized a different modulus for the phase did not correct the
problem. Consequently, the phase results are only discussed in Section 6.1.2 for the hot-
wire probe positions directly above the pressure transducer.

All the pressure-velocity cross-spectral results presented in the following sections
were computed from the ensemble average of 80 subrecords of 1024 points each (81920
total points), resulting in a frequency resolution of Af=19.53 Hz (see Table 2-2). Results
are presented for the frequency range of 59 to 5332, Hz as described in Section 2.3.3.

The frequency in all the cross-specral results to follow is scaled on outer variables

according to wd*/U... The low-frequency and high-frequency filter cutoffs are

@0*/U=0.13 and wd*/U..=12.5, respectively.

6.1.2 Wall-Nomal Dependence of Coherence and Phase

The coherence and phase distributions between the fluctuating wall pressure and
streamwise turbulent velocity at various wall-normal locations immediately above the
pressure transducer (x = 0, @ = 0°) are shown in Figure 6-2. Although the results at all
nine positions in the boundary layer are not included in the figure for purposes of clarity,
they reinforce the trends apparent in the figures in all cases. The maximum overall
coherence values in Figure 6-2(a) occur at the closest position to the wall (y* = 14) and

decrease in magnitude as the hot-wire probe is moved away from the wall and towards the
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edge of the boundary layer for y/8 £0.76. This is consistent with the r-! dependence for
the turbulent source contributions to the fluctuating wall pressure (equation (1.7)). By
y/® = 0.76, nearly all coherence between the pressure and velocity has disappeared. As
the hot-wire probe moves past the edge of the boundary layer, the coherence values
increase again reaching a maximum value for the measurement made at y/8 = 1.52 shown
in the figure. Russell and Farabee (1991) measured the coherence between the wall
pressure and streamwise turbulent velocity in the range 0.13 < y/8 £ 2.0 in a planar
boundary layer and reported coherence values of similar magnitude distributed over a
nearly identical nondimensional band of frequencies. Although their spectra also
exhibited a decrease in magnitude with increased y, their coherence values past the edge of
the boundary layer (y/8 2 1.25) exceeded those near the wall (at low frequencies) and no
region of zero coherence was observed near y/8 = 0.75, as in the present measurements.
Their coherence at y/d = 1.5 was also the largest for positions measured outside of the
boundary layer.

Near the wall (y* < 28), the coherence function in Figure 6-2(a) exhibits a double-
humped structure with a peak of maximum magnitude near 0.2 < ¥6*/U.. < 0.3 and a
smaller hump near 1 < wd*/U.. < 3. The third hump centered about 8 < wd*/U. < 10,
which exists for y* < 85 (y* = 85 not shown), may be related to correlated electrical
noise.! The large-amplitude hump at low frequencies diminishes rapidly with increasing
hot wire distance from the wall, disappearing almost entirely by y* = 85. As the
coherence value for the second hump decreases with increased distance from the wall, the

frequency at which it occurs also decreases. Since the frequency of a convected eddy

IThis is not conclusive, however, considering that (1) it exists only in the measurements a1 y*=14
and 28 at this and other streamwise positions in the boundary layer, (2} the humps exhibit a decrease in
amplitude with streamwise separation reminiscent of convective decay, and (3) the frequencies over which
this hump exists are considerably lower than obvious noise-related coherence for @5°/UwL>12.5.
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goes as @ = kU = 2nU /A, this is consistent with the notion that the average eddy size,
A, is proportional to y. A similar trend of decreasing frequency for the maximum
coherence level was found by Russell and Farabee (1991) in a planar boundary layer.
However, even if small scales exist at the hot-wire probe, they will not appear in the
coherence function if their scale is much less than y/3, since a coherence can only exist
between the pressure transducer and hot-wire probe for eddies whose average scale is
greater than or comparable to the hot-wire/microphone separation distance (A 2 y).

The frequency of wd*/U. = 0.2 at which the coherence reappears at the edge of the
boundary layer is comparable to the frequency at which the large peaks are observed in the
coherence at y* = 14 and 28. If this low-frequency coherence observed very near the wall
is related to the corresponding low-frequency coherence at the edge of the boundary layer,
then the large-scale outer flow structures that contribute to the wall pressure extend from
the turbulent/potential flow interface all the way down to the wall. That a coherence peak
at d*/U.= 0.2 does not exist at intermediate y/d locations may be related to the character
of the flow associated with the large-scale structure in this intermediate region of the
boundary layer. This low-frequency hump is not apparent in the near-wall planar
boundary layer measurements of Russell and Farabee (1991). Although they only
measured as close to the wall as y/d = 0.13, their coherence curves show no hint of
coherent energy at the low-frequency region. If this difference is related to transverse
curvature, it would imply that the large-scale structure has a larger role on the flow near
he wall in the cylindrical boundary layer than in the planar boundary layer. However,
witl out more extensive measurements in a planar boundary layer closer to the wall, it is
not possible to make any conclusive statements.

The phase between the pressure and velocity, shown in Figure 6-2(b), provides

insight into the character of the relationships between the pressure and velocity at
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frequencies observed to contain coherent energy in Figure 6-2(a). At all frequencies and
for all hot-wire probe positions above the pressure transducer, the phase is negative,
@ <0, indicating that the pressure leads the velocity. Within the boundary layer  (y/d
< 0.76), the values range from approximately 0° to -90°. At y* = 14, the phase
associated with the smaller high-frequency hump in the coherence is associated with a
minimum in the phase function very near -90°. This -90° phase relationship between p
and u is consistent with the form of conditionally averaged large-amplitude wall pressure
peak and VITA results at y* = 14 associated with the bussting process, as shown in
Figure 5-5. In all cases, the peak in the wall pressure leads the velocity by approximately
90°. This suggests that this high-frequency region is related to the burst-sweep cycle.
The phase associated with the larger low-frequency hump at y* = 14 is near -30°. The
significance of this is addressed in Section 6.2.2.

As y increases and the energy of the "high-frequency hump” shifts to lower
frequencies, the minimum in the phase function decreases in magnitude and shifts to a
corresponding lower frequency. This causes the magnitude of the phase at the high-
frequency region to steadily decrease and the magnitude of the phase at the low-frequency
region to steadily increase. By y/d = 0.38 (not shown), the phase at high frequencies
becomes undefined, as evidenced by a random fluctuation between £180° due to the loss
of coherence, while at low frequencies the phase becomes very ncarly -90°. At
y/8 = 0.76, the phase is indeterminate due to the near-zero coherence at nearly all
frequencies. Then with further increases in y into the turbulent/potential-flow interface
(y/8 = 1.14, 1.52, 1.91), a considerably more negative phase near -180° emerges at low
frequencies. This phase relatioaship between p and u has been observed in correlation
measurements in a planar boundary layer and has been shown to be consistent with a

potential flow over a wavy ‘wall’ or wavy turbulent/potential-flow interface (Panton et al.

x,
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1980). However, as y increases in this region, the phase is not constant but decreases
gradually from approximately -135° to -175° over the range of measuremeats. This
indicates that the wavy wall model is only consistent with the pressure-velocity
relationships at the very edge of the turbulent/potential-flow interface and that some other
flow mechanism is responsible for the observed relationships between p and u at positions
deeper inside this region.

The double-humped structure (bimodal character) of the coherence function between
the pressure and velocity near the wall (y* < 28) in Figure 6-2(a) results from the
presence of correlated turbulent energy at two distinct {not necessarily separate) frequency
bands. The frequencies at which the coherence is concentrated are notably similar to the
frequencies at which a maximum concentration of energy exists in the streamwise velacity
and wall pressure spectra. This is shown in Figure 6-3, where the spectral densities are
ploited in the form w®(w) versus w such that the arca under the spectrum in a particular
frequency range is equivalent to the turbulent energy in that frequency range. After
division by the mean-square level, the area under the curve is unity.2 This format enables
a direct examination of the frequency band at which the greatest contribution to the
turbulent energy occurs.

The maximum concentration of energy for the wall pressure in Figure 6-3(a) occurs in
the frequency range 1.5 < wd*/U.. < 3. This range of frequencies is consistent with the
frequency at which the smaller hump occurs in the coherence distributions near the wall in
Figure 6-2(a). Because a very large portion of the total nms wall pressure level results

from the large-amplitude wall pressure fluctuations related to the bursting process (sec

? e

Ml d(ln Q)) =1
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Chapter 4), the frequency of the wall pressure spectral peak in Figure 6-3(a) and
corresponding small hump in the coherence function appear to be associated with the
burst-sweep cycle. This is corroborated by the similar phase relation found for this hump
and the conditionally averaged large-amplitude wall pressure peak and VITA results in
Chapter 5. Even further support is provided when the characteristic frequency of the
large-amplitude wall pressure peaks associated with the burst-sweep cycle is considered.
Since the characteristic frequency of the pressure peaks is related to the inverse of their
average duration (see Section 5.2) and the average event duration was found to be
AT+ = ATu,2/v ~ 16, the associated frequency is @V/u2= 0.39 or ®8*/U..= 3.0—
commensurate with the value of w8*/U.. = 2-3 of the hump in the coherence near the wall.

The frequencies at which the maximum concentration of turbulent energy occurs for
the streamwise velocities in Figure 6-3(b) are distributed in the range 0.2 < wd*/U. <
0.9. The velocity spectra and the frequencies at which the peaks occur are comparable to
the cylindrical boundary layer measurements of Lueptow and Haritonidis (1987)
presented in a similar format. Subtle differences can be detected in the distribution of
energy at t'ic various wall-normal positions, but they are not large enough to allow for any
conclusive statements to be made. Very near the wall and in the turbulent/nonturbulent
region at the edge of the boundary layer, the spsctra have distinct corresponding peaks at
@d*/U. = 0.25. This is consistent with the frequency at which the large hump at low
frequencies occurs in both the coherence function near the wall ang in the
turbulent/nonturbulent region. This trend appears to support the idea that the large hump
in the coherence near the wall is in fact associated with the low-frequency coherent energy
past the edge of the boundary layer and that ﬁmse large-scale flow structures extend from
the turbuleny/potenual-flow interface all the way down to the wall.

The very large-amplitude, low-frequency speciral peak measured for the streamwise
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velocity at y/8 = 1.52 in Figure 6-3(b) indicates that at this wall-normal position nearly all
the turbulent energy is confined to a very small band of frequencies, suggesting the
presence of a single large-scale flow disturbance. This wall-normal location is consistent
with the wall-normal position at which a maximum coherence between the pressure and
velocity is observed past the edge of the boundary layer at low frequencies. Because this
low-frequency energy also shows up in the pressure-velocity measurements very near the
wall, this suggests that the large-scale structure takes the form of a large rotating
conglomeration of fluid particles in close contact with the wall and with an average wall-
normal extent of approximately 1.58. At the top and bottom of the rotating structure
where the streamwise velocity due to the rotation of the structure is a maximum, a strong
relationship is observed between the pressure and velocity. Because the measurements at
y/3=0.76 correspond to the wall-normal position of the center of the structure where the
streamwise velocity induced by the rotating structure is a minimum, very little coherence
between the pressure and velocity is observed. Large rotating coherent fluid motions have
also been reported for planar boundary layers; however, the precise form of these large-

scale structures is a subject of controversy (see Section 1.1.1).

6.1.3 Strearnwise Dependence of Coherence

The convective behavior of the flow structures responsible for the pressure-velocity
coherence across the boundary layer is investigated in Figure 6-4 by examining how the
character of the coherence functions changes with increasing hot-wire/pressure-transducer
streamwise separation distance (x/5 £ 1.52). For clarity, the same wall-normal hot-wire
probe positions used in Figure 6-2 are used in Figure 6-4, and only five of the eight
different streamwise separations are plotted. The coherence functions at all intermediate

locations support the observed trends.
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With increasing streamwise separation between the hot wire and pressure transducer,
a large decrease occurs in the coherence levels near the wall (y/8 < 0.032, y* <28). At
y/d = 0.095 (not shown) and throughout the outer portions of the boundary layer, the
level of the coherence functions remains nearly the same. These different behaviors in the
inner and outer regions are expected since the smaller scales near the wall should decay
more rapidly than the large-scale outer flow structures. That very little decay occurs at
y/6 = 0.095 (y* = 85) indicates that most of the very small turbulent scales are
concentrated nearer to the wall than this point. This is consistent with the findings in
Chapter 5 that the association between large-amplitude wall pressure peaks and VITA
events related to the bursting phenomena only exists for y* < 28. At all streamwise
positions measured, very little coherence exists between the pressure and velocity at
y/d=0.763

Very near the wall (y* < 28) the decrease in coherence level with increased streamwise
separation is accompanied by a distinct variation in the form of the coherence function.
This is because both small and large scales exist near the wall as evidenced by the double-
humped character of the coherence function at x =0. A systematic variation in the form of
[pu() with increasing x can be seen at y/8=0.016 (y*+ = 14). For x/d < 0.38 (x* < 339),
an increase in streamwise separation results in a much larger decrease in the coherence
level of the low frequency hump than for the high frequency hump. Then for x/6 2 0.38,
the reverse situation occurs with the high-frequency hump dropping off in amplitude

much more rapidly than the low-frequency hump. A similar trend exists at y/8 = 0.032

(y* = 28) but it is not as systematic. Because the frequency associated with the low-

3Daa sets were 1aken by traversing the hot-wire probe in the wall-normal direction at any given x and
0. Consequently, the zero coherence measured at y/6=0.76 at all measurement locations is rot the result
of onc bad set of measurements. The data were obtained at separate times and in some cases on separalc
days.
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frequency hump does not change with x, the average size of the large-scale structure does
not change with x over the domain measured (assuming a constant propagation velocity).
Consequently, the decrease in magnitude of the low-frequency coherence is likely due to
the increased distance between the hot wire and pressure transducer and not to a decay of
the large-scale structure. The decrease in frequency of the high-frequency hump with x is
aresult of both the decay and resulting disappearance of the smaller scales and the fact that
a coherence can only exist for eddy scales comparable to or greater than the separation
distance. In the outer portions of the boundary layer (y/3 2 0.76), the genera! form of the
coherence function and frequency of maximum coherence does not change with x. This
lends support to the notion that the low-frequency hump near the wall is related to the
low-frequency coherent energy observed at the edge of the boundary layer.

These general trends are summarized in contour plots of the coherence at two different
frequencies in Figure 6-5. Because the coherence functions are characterized by two
distinct behaviors at two different bands of frequencies, the coherence levels at two
frequencies representative of the two bands of coherent activity are plotted for all 72
points in the x-y plane containing the pressure transducer (@ = 0°). The upper figure
shows isocoherence lines for the pressure and velocity at a frequency of ©d*/U.. = 0.23,
associated with the low-frequency hump, while the bottom figure shows the isocontours
at a frequency of wd*/U.. = 1.42, associated with the high-frequency hump. These two
frequencies are marked in Figure 6-4 with small arrows at the top and the bottom of the
figure. The low-frequency pressure-velocity coherence in the upper figure is distributed
in two bands (y/d < 0.6 and y/8 > 1) across the entire streamwise extent of the
measurements, The largest coherence levels in the figure occur in the vicinity of the
pressure transducer (the origin) due to the close proximity of the hot wire. They decay

rapidly in either direction (x or y) but retain a level throughout the full streamwise extent
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that is very similar to that which exists in the band outside of the boundary layer. The
downstream decay is minimal as evidenced by the nearly horizontal (streamwise-oriented)
contour lines indicating that the coherence levels remain very nearly constant throughout
the full streamwise extent of the measurements. This suggests that the large-scale flow
structures associated with the turbulent/potential-flow interface that have convected
downstream a distance x/d = 1.52 are correlated with the wall pressure nearly as strongly
as they were when they were positioned immediately above the wall pressure transducer
and, as a result, experience little decay.

Upon closer examination, the coherence levels within the outer band at any particular
x have their maximum values along a line near y/d = 1.5 and decrease gradually with
cither increases or decreases in y. The coherence levels within the inner band are largest
at the wall and decrease gradually as y increases (at larger x values, the maximum values
actually occur slightly above the wall). Between these two bands exists a region nearly
devoid of any coherent energy due to the lack of any sort of relationship between the
pressure and velocity for the measurements at y/8 = 0.76. This 'valley' of very low
coherence, reaching from nearly y/8 = 0.6 to 1.0, that extends throughout the entire
streamwise domain suggests one of two things. Either the turbulent scales in this region
have an upper size limit that is less than this distance to the wall or they exceed this wall-
normal distance but their average configuration takes the form of a large spanwise-
oriented rotating fluid mass centered about this distance from the wall. As stated in
Section 6.1.2., this is because the streamwise velocities resulting from such a structure
are 2 minimum at wall-normal positions near the center of rotation.

Although both cases likely coexist, the second explanation provides 2 mechanism by
which the low-frequency coherence near the wall could be related to the corresponding

low-frequency coherence at the edge of the boundary layer. This is because a large-scale
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rotating structure would generate high streamwise velocities and, hence, lead to large low-
frequency coherence values for hot-wire probe positions near the wall and in the
turbulent/nonturbulent interface, but not in between. This large-scale structure would also
be consistent with the gradual increase in coherence levels that are observed as the hot-
wire probe moves away from the center of the structure since the magnitude of the
streamwise velocities associated with the structure would increase in a similar fashion
with increased distance from the center of rotation. If the 'edge’ of the rotating structure
resides near y/8 = 1.5, a decrease in coherence beyond this point would also be
experienced due to the 1/r dependence of u.

In the lower contour plot in Figure 6-5 associated with the high-frequency region of
coherent activity between the pressure and velocity, the coherent energy is confined to a
thin region very near the wall (y/3 < 0.2). The region has a streamwise extent on the
order of 8. This is consistent with the streamwise extent over which the large-amplitude
wall pressure fluctuations remained correlated with high shear layers in Chapter 5. This
again suggests that the high-frequency coherent energy is related to the burst-sweep cycle.
Because of the overlap in space of the large-scale structure in the upper figure with this
small-scale structure near the wall, it seems likely that these two scales interact. The

underlying mechanisms, however, will require more in-depth analysis of the data.

6.1.4 Circumferential Dependence of Coherence

The circumferential or spanwise extent of the pressure-producing flow structures is
examined in Figure 6-6 through comparisons of pressure-velocity coherence functions
with the hot-wire probe located at various circumferential positions (x = 0). Near the wall
(y/& < 0.095, y* < 85), the coherence magnitudes at both circumferential separations

(@ = 20° and 40°) are considerably less than those measured above the pressure transducer
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(@ = 0°). At the edge of the boundary layer (y/0 2 0.76), the coherence magnitudes are
similar at all three spanwise separations. At intermediate wall-normal locations, only the
coherence at @ = 20° has a magnitude similar to that at @ = 0°. This trend is a
consequence of the uniformly increasing size of the pressure-producing eddies at
increasing distances from the wall. The pressure and velocity relationships in

circumferentially separated planes is examined more thoroughly in Section 6.2.4.

6.2 Pressure-Velocity Cross Correlations

6.2.1 Definition of the Cross Correlation

The cross cozrelation provides a measure of the degree to which two temporal records
are related as a function of the time delay between the two signals. Although there are
several ways to compute the cross-correlation function, Rpy(7), the most computationally
efficient utilizes the Fourier relationship that exists between the cross correlation and the

cross-spectral density (Wiener-Khinchine relations):

Rpu(1) = f Spu(fe ™df (6.11)

~at

where the quantity Spu(f) = ©pu(f)/2 is the double-sided cross-specral density defined for
-0 < f < 00, Equation (6.11) illustrates how the correlation incorporates the cross-spectral
information at all frequencies into a single temporal function. Because the cross-spectral
density in equation (6.11) is computed by FFT methods and these techniques require an

assumption that p(t) and u(t) are cyclic with period T, the cross correlation that results is
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circular. Consequently, zero padding of the data records p(t) and u(t) is necessary such
that the number of data points in each subrecord after zero padding, N, satisfies the
relation N; 2 2N, where N is the number of actual data points in each subrecord (Bendat

and Piersol 1986). The resulting estimate for the cross-correlation function is given by

- Nel | ke
Rpu(rAt)=u—qN.quzz Sw(fde &, r=0,1,.., Np-1 | 6.12)
k=0
where
N4
St = 22 3 PEIUi(R), k=0,1,..Nz-1 . (6.13)
i=1

The discrete finite Fourier transforms Pi(f) and Uj(fy) are defined by equations (6.4a)

and (6.4b), respectively, with N replaced by N,. The quantities Af; and T are the zero-

padded frequency resolution (Af, = f/N,) and zero-padded subrecord length (T, = N,At).
For a zero-mean random process, the magnitude of the cross-correlation function is

bounded by the relation (Bendat and Piersol 1986)

Reu(t}2 S 0500 , (6.14)

where Op and 6, are the standard deviations of p(t) and u(t), respectively. Consequently,

it is common to normalize the cross-correlation magnitude according to

2

so that -1 S ppu(T) < 1. This cross-correlation coefficient, as it is called, measures the

degree of lincar dependence between p(t) and u(t) for a time delay t between the two

@

»)
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temporal records.

All the pressure-velocity cross-correlation results presented in the following sections
were computed fromr the ensemble average of 80 subrecords of 1024 points each (81920
total points), padded with 1024 zeros (see Table 2-2). Digital bandpass filtering
(59 < f < 5332 Hz) was utilized for these results. Because the cross correlations are an
averaging over all frequencies, the removal of both the low and high frequencies had
some effect on the correlation results. This is shown in Figure 6-7 at three different wall-
normal positions of the hot-wire probe. Although the overall character of the correlations
did not change, three subtle effects of filtering can be observed:

(1) the filter removes very small-scale, small-amplitude oscillations near t = 0 for hot wire
positions at the edge of the boundary layer, presumably resulting from correlated
clectrical noise in the microphone and hot wire signals and a relatively low signal-to-
noise ratio;

(2) the filter removes large time-scale (~0.05 s) undulations in the correlations for hot wire
positions at the edge of the boundary layer, presumably due to large-eddy
disturbances in the test section; and

(3) the filter causes the correlations to shift down slightly with respect to the zero-
correlation line—the general trend being to decrease slightly (< 10-15 percent) the
magnitude of positive peak values and increase slightly the magnitude of negative peak
values. This results from the removal of low-frequency, in-phase pressure-velocity
relationships from the correlations possibly caused by an acoustic planec wave

propagating in the streamwise direction in the test section (see Section 3.1.1).
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6.2.2 Wall-Normal Dependence of the Cross Correlations

The cross correlations between the fluctuating wall pressure and streamwise turbulent
velocities immediately above the pressure transducer (x = 0, @ = 0°) and at various wall-
normal positions of the hot-wire probe are shown in Figure 6-8. A correlation, although
considerably stronger at the wall, exists all the way out into the turbulent/nonturbulent
interface. The general decrease in correlation amplitude with increased distance from the
wall is a consequence of the r! dependence of the turbulent source contributions to the
wall pressure. The general character of the correlations is consistent with what has been
observed in a planar boundary layer (Willmarth and Wooldridge 1963, Panton et al. 1980,
Kobashi and Ichijo 1986).

Near the wall (y/8 < 0.032, y* < 28), the correlations exhibit two distinct length or
time scales; a small-scale motion contributes to the rapidly decreasing part and a large-
scale motion contributes to the slowly decreasing part. These two time scales are
evidently associated with the double-humped structure observed in the coherence function
near the wall. These two contributions to the pressure-velocity correlation can be
separated by highpass and lowpass filtering the pressure and velocity data prior to the
calculation of the correlation. The results of this filtering with a cutoff frequency of
@d*/U.. = 0.73 are plotted along with the full correlation at y* = 14 in Figure 6-8.4 The
high-frequency portion shows a form characteristic of the -90° phase, which was revealed
in the cross-spectral results associated with the high-frequency hump in the coherence
function. This form is also consistent with what can be deduced from the conditionally
averaged pressure-velocity results in Figure 5-5 associated with the burst-sweep cycle

near the wall. The low-frequency portion of the correlation exhibits an almost in-phase

4This filter is implemented in addition 1o the bandpass fillering operation 0.13 € w5*/U., < 12.5
already utilized.

%)




147

relationship with a time scale comparable to that observed in the correlations past the edge
of the boundary layer. This appeared in the cross-spectral results as a low-frequency
hump in the coherence function near the wall, with an almost in-phase phase angle of -30°
and a frequency coincident with the frequency at which the coherent energy existed past
the edge of the boundary layer. These highpass and lowpass filtered results are very
similar to the correlation results of Kobashi and Ichijo (1986) obtained with a similar
nondimensional cutoff frequency at y/8 = 0.1 in a planar boundary layer.

Although not shown in Figure 6-8, the amplitude of the high-frequency cormrelation
diminishes rapidly with increased distance from the wall, such that by y/8 = 0.19 it is
nearly zero. This is also consistent with the high-frequency correlation results of Kobashi
and Ichijo (1986) in a planar boundary layer. This trend was revealed in the cross-
spectral results as a decrease in the amplitude of the coherence at high frequencies with
increased distance from the wall. The form of the low-frequency correlation also changes
with increased distance from the wall. Since all the high-frequency correlation is gone by
y/8 = 0.19, the full correlations shown in Figure 6-8 are nearly identical to the lowpass
results at and above this point. As y increascs, 4 general decrease in the overall magnitude
of the correlations occurs up to the measurement made at y/d = 0.76 where the correlation
disappears. As y increases further, the correlation magnitude increases again with its
largest amplitude occurring for the measurement made at y/8 = 1.52, as shown in the
figure. This is precisely the form of the variation in the low-frequency coherence levels.
This gradual variation in correlation magnitude is accompanied by a gradual transition in
the overall character of the correlation from the nearly in-phase relationship near the wall
(-30°) to a nearly -180° out-of-phase relation at the farthest position measured from the
wall. This vanation proceeds systematically for all the wall-normal positions at which

measurements were made, except at y/d = 0.76 where the correlation is zero and, hence,
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the phase of the correlation is undefined. The low-frequency correlations of Kobashi and
Ichijo (1986) are qualitatively similar to the present measurements except fewer hot wire
positions were used, such that the full range of behavior observed in the present
measurements cannot be detected in their results.

This change in character of the low-frequency correlation is apparent in the p-u phase
results in Figure 6-2(b). At the position of the low-frequency coherence hump, the
magnitude of the phase steadily increases with increasing y from -30° near the wall to
nearly -180° at the edge of the boundary layer, except at the point y/8 = 0.76 where the
coherence is zero and the phase, as a result, is randomly distributed about 0°. As pointed
out in Section 6.1.2, a -180° phase relationship between p and u past the edge of the
boundary layer and in the wavy turbulent/potential-flow interface has been deduced by
consideration of a potential flow over a wavy 'wall' (Panton et al. 1980). However,
because the phase between p and u in the present measurements decreases gradually from
-135° to -175° throughout this region, the wavy wall model is not entirely consistent with
the observed behavior outside of the boundary layer. A similar variation in phase as
found for y/6>1 in the present investigation can be detected in the measurements of
Panton et al. (1980) performed in the noise-free boundary layer on the surface of a
sailplane.

Willmarth (1975) proposed a rotating vortex model to predict the pressure-velocity
relationships in the boundary layer due to the large-scale structure in which a two-
dimensional vortex (with solid body core) moves adjacent to a nearby wall. The passage
of the vortex was assumed to produce a reduced pressure at the wall. Although his
computed correlatica for Ry, was qualitatively consistent with the measurements,
Willmarth did not consider the streamwise velocity componcnt. Kobashi and Ichijo

(1986) presented computed pressure-velocity correlations for a vortex model of a
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turbulent boundary layer for both u and v components of velocity. Although their results
for Rpy were also qualitatively coraparable to their measurements, only two phase
relationships between the wall pressure and the streamwise velocity appear in their
solution; 0° below the center of the vortex and -180° bove the center. Although these
phase relations appear consistent with the asymptotic behavior ¢f the relationship between
p and u in the flow, the model does not predict the distinct systematic variation in phase
between these two limits observed across the boundary layer in the present measurements.
Although they did not state the assumptions behind their model, it is clear from the form
of their solution that the streamwise velocity field they computed chunged sign across a
horizontal plane through the center of the vortex (above the plane, u > 0, while below it,
u < 0) since the passage of the structure produces a particular pressure pattern at the wall.
To arrive at a phase of 0° at the wall, a negative wall pressure was present.

From a purely physical standpoint, however, the full range of phase relationships
observed in the present measurements can be understood. Downstream of the vortex, a
flow of high-speed fluid (u > 0) towards the wall beneath the centerline of the structure
can occur. Similarly, behind the vortex a flow of low-speed fluid (u < 0) away from the
wall above the centerline of the structure can occur. These two effects cause a clockwise
rotation (about the center of the vortex) of the v = 0 plane across which u changes sign
1irom the horizontal orientation present in the model of Kobashi and Ichijo (1986). As the
vortex moves past a fixed probe, both positive and negative streamwise velocitics are
experienced at any given y. Because the u =0 plane is at an angle to the wall, the spatial
location at which u(x) = 0 steadily decreases with increasing y. From the point of view of
a fixed probe, the time at which u(t) = 0 steadily increases with increasing y. The net
effect is a phase between the pressure and velocity that vanes gradually from 0° at the wall

(if the passage of the structure is assumed to produce a reduced pressure at the wall)
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through -90° at the centerline of the vortex (where p leads u) to -180° at the outer edge of
the vortex.

This behavior of the rotating vortex model qualitatively predicts the low-frequency
corre lation and phase reiationship between p and u observed in the present measurements.
i the vortex is assumed to be centered at y/d = 0.75 with a scale twice its distance from
the wall of ~1.58, a single large rotating vortex structure is sufficient to predict all the
observed low-frequency behavior in the boundary layer. The largest correlation and
coherence levels and maximum peak in the streamwise velocity spectra for y/6 > 1
occurring at y/d = 1.52 are consistent with this being the location of the outer ‘edg~’ of the
vortex where the streamwise velocity of the structure is greatest. The absence of any
relationship between the pressure and velocity at y/d = 0.76 is consistent with this being
the centerline of the structure where its u component of velocity is at a minimum. The
emergence of a strong low-frequency relationship very near the wall is a consequence of
this being the location where the streamwise velocity fluctuations reach a maximum
magnitude again (combined with the close proximity of the hot wire and pressure
transducer). The wavy wall model, although consistent with the rotating vortex at large y,
is only a consequence of the large rotating vortex and not the cause of the out-of-phase p-
u relationship. This is evident by the fact that the viscous vortex predicts the variation in
phase from -135° to -175° past the edge of the boundary layer observed in the present
measurements and the measurements of Panton et al. (1980) while the wavy wall does
not.

It is interesting to point out that in front of the spanwise vortex structure u > 0, while
behind it u < 0; hence, the passage of the vortex past a fixed probe will produce a positive
streamwise velecity followed rapidly by a negative streamwise velocity. This is precisely

the form of the velecity during the decelerating VITA events (du/dt < 0) observed near the
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wall. Because decelerating VITA events are linked to negatve large-amplitude wall
pressure peaks (see Section 5.3), this suggests that both the decelerating VITA events and
the negative pressure peaks may be related to the passage of a small-scale mass of fluid
particles rotating in the direction of the mean shear analogous to a small spanwise vortex
structure near the wall. This result also provides evidence that the passage of a spanwise
vortex structure does in fact produce a reduced pressure at the wall, as initially speculated

by Willmarth (1975).

6.2.3 Sreamwise Dependence of the Cross Correlations

The streamwise evolution and decay of the pressure-velocity correlations over a
streamwise extent of x/8 = 1.52 is shown in Figure 6-9 for three wall-normal positions of
the hot-wire probe (y/d = 0.016, 0.19, 1.52). With increasing strcamwise scparation
between the hot wire and pressure transducer, the correlations show the expected
convective behavior as evidenced by the successively larger time shifts of the patterns.
Near the wall (y/8 < 0.032, y*+ < 28), the amplitude of the correlation decreases rapidly
with increased streamwise extent due to the decay of small-scale structures close to the
wall. At farther distances from the wall (y* 2 85), a decrease in overall amplitude is not
present. This is consistent with previous findings that most of the small-scale structure is
concentrated very close to the wall and that the large-scale structure does not decay much
over the domain of measurements.

These trends are illustrated more clearly in Figure 6-10(a), where the maximum
zmplitude of the correlation at each streamwise position is plotted as a function of x/S for
the three wall-normal positions plotted in Figure 6-9. Only the curves for y* < 28
(y* = 28 not shown) exhibit any appreciable decrease in amplitude over the streamwise

extent of the measurements. The very rapid decrease in magnitude for x/8 < 0.1 at
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y* = 14 is most likely associated with the very high-frequency hump observed in the
coherence functions near the wall near w3*/U. = 8-10. Whether this is associated with
correlated noise or the presence of some extremely small scale in the flow is difficult to
say. The small hump in the decay curves near x/8 = 0.2, which exists in all
measurements for y/3 < 0.19, indicates that the relationship between the pressure and
velocity is stronger at this particular downstream location. More will be said about this
shortly. The correlation that still remains at x/3 = ¢.52 for the measurement near the wall
is probably associated with the large-scale structure.

The convection velocity of the pressure-producing structures contributing to the
correlation are examined in Figure 6-10(b) for the three wall-normal positions in Figures
6-9 and 6-10(a). Convection velocities can be computed for the average pressure
producing structure from the time shifts associated with the maximum correlation
amplitudes, 1 , at cach streamwise separation in Figure 6-9 according to U = x/t..5 The
convection velocity at the closest position to the wall is less than that in the outer portions

of the boundary layer, as would be expected. This can also be seen in Figure 6-9 since

the time shift for the measurement at y/8 = 0.016 is the largest at any x/8. Near the wall
(y/0 < 0.095, y* < 85), the convection velocities increase appreciably with increased
streamwise separation presumably because of the decay of smaller, slower eddies near the
wall that contribute to the correlation. For the measurements outside of the boundary
layer (y/d 2 1.14), the convection velocities decrease with increased streamwise
separation, presumably due to the loss of momentum to the boundary layer of large-scale

structures associated with the turbulent/potential flow interface. In an intenmediate region

SConvection velocities can be computed from space-time correlations in a number of different ways
according Lo what feature of the correlation is followed through space and time (Hinze 1975). The method
used for the present investigation was chosen bocause it is the most inwitive. Diffcrences between the
various techniques amounted to less than 5 percent for the present measurements.
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(0.19 < y/8 < 0.38), very little change in convection velocity occurs over the full
streamwise extent of the measurements. Because no correlation exists at y/d = 0.76, it
was not possible to compute a convection velocity at this point.

At y* = 14, the convection velocity varies from U, = 0.40U., (= 8.3u,) for small
streamwise separations to an asymptotic value of Uc= 0.60U. (= 12.4u,) at large
separations. These convection velocities are consistent with those found in Chapter 5 for
the large-amplitude wall pressure peaks and near-wall shear layer structure associated with
bursting. They are also consistent with measurements of the convection velocity for the
fluctuating wall pressure in a planar boundary layer of U. = 0.39U.. reported by
Emmerling (1973) and U, = 11.9u, reported by Schewe (1983). The convection
velocities at all points y/8 2 0.19 asymptote to a value of 0.83U. by x/0 = 1, indicating
that this is the mean convection velocity for the large-scale structure. Willmarth and
Wooldridge (1962) computed the convection velocity between streamwise separated
pressure transducers in a planar boundary layer and found an identical result for the
convection velocity of the fluctuating wall pressure for the frequency range
0.13 < wd6*/U. < 12.5. If the mean position of the average large-scale structure is
centered near y/3 = 0.76, then the convection velocity at this distance from the wall should
not change with streamwise position since the large-scale structure is always at its
convection velocity and is a constant over the domain of these measurements. Since, for
these measurements, U(y) = 0.97U. at y/0 = 0.76, the mean convection velocity of the
large-scale structure is less than the local mean velocity and, hence, does not obey
Taylor's hypothesis. The convection velocity near the wall at large x/0 is smaller than that
of the mean convection velocity for the large-scale structure even though all the small
scales have decayed. This suggests that the large-scale structure may be distorted bty the

mean velocity gradient and, as a result, be inclined to the wall.
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The pressure-velocity correlation measurements in the x-y plane containing the
microphone (@ = 0°) are summarized by means of a contour plot, as shown in Figure 6-
11. Atall 72 points in the plane at which the correlation was measured, the magnitude at
zero time delay (1 = 0) was used to construct isocorrelation contours. Because the cross
correlation is the integral of the cross spectrum over frequency, the isocorrelation contour
plot incorporates the coherence and phase information at all frequencies and all positions
in the plane into a single plot. Because the isocontours are constructed at a single (zero)
time delay, they depict an instant in time and thus represent a 'snapshot’ of the average
eddy structure throughout the boundary layer that contributes to the fluctuating wall
pressure. The sign of the correlation in the isocontour plot is a direct indication of the
average sign of the pressure relative to that of the streamwise velocity. Thus, ppy(0) >0
means p and u are of the same sign, while ppy(0) < 0 means p and u are of opposite sign.

The isocorrelation contours reveal a band of positive correlation that extends out from
the wall past the edge of the boundary layer, suggesting the presence of a large-scale flow
structure at an angle of inclination to the wall as was suggested by the convection
velocities for the correlations. The band has an angle of inclination to the wall of 45°,
presumably a result of distortion from the mean velocity gradient. This angle of
inclination is consistent with that reported by some investigators for the average large-
scale eddy structure in a planar boundary layer (see Section 1.1.1). If the average sign of
the pressure is assumed to be negative at this instant in time, the structure of the
isocorrelation indicates that the 45° band is associated with low-speed fluid (u < 0). This
is qualitatively consistent with the character of the large-scale structure found thus far.
Near the wall and downstream of the pressure transducer, the contours are negative and
exhibit a sweptback character with an average inclination to the wall of 18°. This angle is

consistent with the angle of inclinadon observed for the near-wall shear layers and quasi-
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streamwise vortex structures in a planar boundary layer (Robinson et al. 1990). With the
average sign of the pressure being negative during the correlation, this region of negative
correlation represents high-speed fluid near the wall. This is consistent with sweeps
observed near the wall beneath inclined shear-layer structures, which the line of zero
correlation constitutes. The pocket of negative correlation (high-speed fluid) above the
pressure transducer at the edge of the boundary layer may be related to fluid from the free
stream entering the boundary layer via a bulge. It appears from the isocorrelation
contours that the large-scale siructure, turbulent/potential-flow interface, and near-wall
flow structures are interrelated.

Willmarth and Wooldridge (1963) constructed similar contours in a planar boundary
layer with a nearly identical nondimensional bandpass filter. Their results are similar to
the present results near the wall (y/8 < 0.2) and beyond the edge of the boundary layer
(y/8 > 1). In the outer portion of the boundary layer, however, their isocorrelation
contours do not show a band of positive correlation extending out from the wall.
Although their transducer was an order of magnitude larger than the one used here, this
should only have an effect on the smaller scales near the wall. The difference is
consistent, however, with what was found for the fluctuating wall pressure spectra in
chapter 4. Namely, if the smallest scales in the flow near the wall are not affected by
transverse curvature, the planar and cylindrical boundary layer contours should agree as
they do. As y increases and the scales of the eddies increase, they begin to be affected by
transverse curvature, as evidenced by the lower wall pressure spectral energies than found
in a planar boundary layer, and differences can be expected to develop between the planar
and cylindrical boundary layer contours. Finally, for y/d > 1. the flow is governed by
parameters associated with the potential flow and not the wall. Thus, it is reasonable to

expect that the planar and cylindrical boundary layers and, hence, the contours would
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become similar again as the edge of the boundary layer is approached.

Since the positive correlation region exists at the edge of both the planar and
cylindrical boundary layers, the band of positive correlation observed in the present
measurements can be interpreted as the outer flow structure present in both boundary
layers, extending all the way down to the wall in the cylindrical boundary layer. This
might explain the double-humped structure observed in the coherence function very near
the wall for the present measurements that does not appear in the planar boundary layer
measurements of Russell and Farabee (1991). However, cross-spectral p-u
measurements closer to the wall in a planar boundary layer are necessary to resolve this
issue. If it is a result of transverse curvature, however, it would suggest that the outer

flow interacts more strongly with the flow in the near-wall region in the cylindrical

boundary layer.

6.2.4 Circumferential Dependence of the Cross Correlations

The form of the pressure-velocity correlations that result from a circumferential
separation between the pressure transducer and hot-wire probe are examined in Figure
6-12. Near the wall (y/d £ 0.095), the correlations at all three spanwise separations
exhibit a different character. At the outer portions of the boundary layer (y/8 2 0.76), all
three correlations are similar. This is a result of the increasing scales of the structures in
the boundary layer with increasing distance from the wall. A similar effect was observed
in the magnitudes of the coherence in Section 6.1.4. At intermediate points in the
boundary layer, only the correlation at @ = 20° is similar to that at @ = 0°. This spanwise
scale is examined more closely in Figure 6-13, where zero-time-delay pressure-velocity
isocorrelation contours are constructed in streamwise-spanwise (x-@ or x-s) lamina at

vanous distances from the wall. Near the wall, the isocormrelation lines are elongated in
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the streamwise direction, indicating a rapid change in the character of the flow in the
spanwise direction. These large spanwise gradients are indicative of the highly three-
dimensional nature of the turbulence near the wall. At the edge of the boundary layer, the
isocorrelation lines take on an entirely different form with a nearly spanwise orientation.
This indicates that the character of the flow does not change very much in the spanwise
direction. This is expected since the scales in the outer portion of the flow are large. A
gradual transition with increasing wall-normal distance is observed in the form of the
isocorrelation contours between these two cases.

The isocorrelation contour nearest the wall at y* = 14 illustrates the streaky structure
associated with the flow in this region, as evidenced by successive regions of high- and
low-speed fluid with 4 spanwise separation of s* ~ 50. This is consistent the character of
the streaky structure observed in a planar boundary layer. The form of the isocorrelation
is entirely consistent with the character of the quasi-streamwise vortex structure if it is
assumed that the lower loop of the hairpin structure is situated over the pressure
transducer (the position for which an optimum correlation would result). With the vortex
in this position, the wall pressure would be negative, and the negative correlation region
downstream of the pressure transducer represents high-speed fluid (u > 0), presumably
associated with a sweep (if v < 0). The region of positive correlation to the side and
downstream of the pressure transducer represents low-speed fluid (u < 0), presumably
related to the ejection of low-speed fluid between the legs of the inclined vortex structure.
The angle of the zero correlation line associated with the location of the stretched vortex
clement of approximately 10° with respect to the streamwise direction is consistent with
the findings of Wallace (1982, 1985) for the angle associated with the lug of the quasi-
streamwise vortex structure in a planar boundary layer. The streamwise extent of the

near-wall structure of x/0 ~ 1 is also consistent with that observed for the quasi-
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streamwise vortex structure in a planar boundary layer. This streamwise extent also being
consistent with the extent over which the wall pressure peaks were related to VITA events
associated with the bursting process supports the idea that this correlation structure near
the wall is a depiction of the burst-sweep cycle.

The general character of the contours at y* = 28 is the same as that at y* = 14, except
that the region of large negative correlation is shifted downstream due to the inclination to
the wall of this structure. By y* = 85 (not shown), the large spanwise gradients begin to
disappear. This is consistent with all previous findings indicating that the small-scale
structure near the wall is concentrated in the region y* < 28. By y*= 169 in Figure 6-13,
the region of negative correlation presumably associated with high-speed fluid (u > 0) has
moved even farther downstream due to the inclination to the wall and has spread
considerably in the spanwise direction with a spanwise scale that appears even larger than
the wall-normal position.

The character of the isocorrelations for y/d > 1 is reminiscent of an undulating
turbulent/potential-flow interface, as evidenced by large regions of high-speed fluid (dips
in the interface that bring in higher speed free-stream fluid) or large regions of low-speed
fluid (bulges in the interface associated with lower speed fluid from within the boundary
layer). The regions have a spanwise and streamwise scale of ~8. However, because of
the poor spatial resolution resulting from the large distance between the circumferentially
separated planes at these large streamwise distances, it is not possible to detect any small-

scale details at this large distance from the wall.




CHAPTER 7

SUMMARY AND CONCLUSIONS

The relationship between the fluctuating wall pressure and streamwise turbulent
velocities within a turbulent boundary layer on a cylinder in axial flow has been examined.
The aim has been to relate the unsteady pressure at the wall to turbulent structures in the
flow and thus deduce the sources of the fluctuating wall pressure in the cylindrical
boundary layer. The major results and conclusions will be summarized in three sections.
Section 7.1 addresses features of the cylindrical boundary layer flow that are similar to
those found in planar boundary layer flows. Section 7.2 discusses features that are
distinctly different. Finally, Section 7.3 summarizes findings that are new with respect to
wall pressure in a turbulent boundary layer and consequently involve ambiguity as to
whether they are related to transverse wall curvature or are characteristic of wall-bounded

flows in general.

7.1 Similarities Between Cyiindrical and Planar Boundary Layers

The accumaulative body of results presented in this thesis suggests that the overall
character of the turbulent structures that contribute to the fluctuating wall pressure in the
cylindrical boundary layer is similar to that observed in planar boundary layers.
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Flow disturbances that were found to contribute to the wall pressure take two forms: a
small-scale, high-frequency disturbance near the wall and a large-scale, low-frequency
disturbance associated with the 'global’ bounda ;’ layer—similar to that reported for wall
pressure fluctuations in a planar boundary layer (Kobashi and Ichijo 1986). Evidence for
this two-scale-behavior is provided by pressure-velocity cross spectra that exhibit
concentraions of coherent energy in two distinct frequency bands. Low-frequency
concentrations of energy are observed throughout and beyond the boundary layer, while
high-frequency coherent energy is confined to a thin region near the wall (y/8 <0.2). The
high-frequency coherent energy is consistent with the characteristic frequency of the large-
amplitude wall pressure fluctuations associated with bursting in the near-wall region. The
low-frequency concentration of energy is consistent with the frequency of the organized
irrotational motion of the turbulent/potential-flow interface. Similar effects can be seen in
the pressure-velocity cross correlations but in the form of short and long time scales.

The high-frequency, small-scale structure contributing to the wall pressure appears to
be associated with the burst-sweep cycle, which is believed tc »» .. mechanism
responsible for the generation of turbulence near the wall in planar boundary layers. This
is consistent with previous measurements in a cylindrical boundary layer that have
indicated that the flow near the wall is sunilar to that in other wall-bounded flows
(Lueptow and Hantonidis 1987). Evidence for this is provided by several different
results. Large-amplitude pressure peaks in the cylindrical boundary layer produce a
probability density function and contribution to the rms wall pressure level that are similar
to those measured in a planar boundary layer with similar transducer resolution (Schewe
1983). The high-frequency portion of the wall pressure spectruim collapses with planar
boundary layer spectra (on inner vanables) at similar Reg and with similar transducer type

and resolution. This indicates that the small scales very near the wall are not affected by
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transverse curvature as would be expected. The form of the conditionally averaged
pressure and velocity signatures near the wall is very similar to that measured in planar
boundary layers. A strong association between large-amplitude wall pressure peaks and
shear layer structures near the wall is observed, as has been found in planar boundary
layers (Johansson et al. 1987, Haritonidis et al. 1990). The character of this relationship
will be discussed in Section 7.3. Convection velocities for the near-wall structures
contributing to the wall pressure are very similar to those reported for planar boundary
layers. The iso-correlation pressure-velocity contours in the x-y plane through the
pressure transducer have a sweptback appearance near the wall with an angle of
inclination to the wall of 18°—consistent with that for near-wall shear layers and quasi-
streamwise hairpin vortex s‘ructures believed to be associated with turbulence production
in planar boundary layers (see Section 1.1.1). The isocorrelation contours in x-s larnina
(s = 1) also exhibit a spanwise streaky structure characterized by altemating regions of
high- and low-speed fluid with a spanwise spacing of s* ~ 50, as has been observed in
planar boundary layers.

The overall character of the low-frequency, large -scale motion that contributes to the
fluctuating pressure at the wall appears consistent with features reported for the large-scale
structure in a planar boundary layer. Evidence for this is provided by several different
results. The pressure-velocity correlations, although considerably stronger at the wall,
extend well outside the edge of the boundary fayer and into the turbulent/nonturbulent
region consistent with measurements in a planar boundary layer (Kobashi and Ichijo
1986). The cormrelations also exhibit an overall apr.carance that is similar to that observed
in planar boundary layers. A phase difference between p and u near 180° emerges outside
of the boundary layer, as has been previously shown to be consistent with the

contributions to the wall pressure that would result from a potential flow over the wavy
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turbulent/nonturbulent interface (Panton et al. 1980). The form of the correlation,
coherence, and phase functions across the boundary layer suggest that the large-scale
motion takes the form of a large conglomeration of fluid particles that rotates in the
direction of rotation expected from the mean shear. Similar flow patterns have been
reported in planar boundary lavers (see Section 1.1.1) and have been used to describe
observed pressure-velocity reiationships in the boundary layer (although not effectively).
The character of this large-scale structure will be described in Section 7.3. The
convection velocity for the large-scale, low-frequency correlation is nearly identical to that
reported for the large-scale structure in a planar boundary layer, while the isocorrelation
contours reveal a band of positive correlation extending out from the wall throughout the
entire domain of measurements (y/d < 1.91, x/8 < 1.52) at an angle of about 45° to the
wall. Similar large-scale inclined flow structures have been reported to exist in planar
boundary layers (see Section 1 1.1). Outside of the boundary layer, the spanwise and

streamwice extent of the bulges in the turbulent/potential-flow interface is on the order of

d—consistent with that found in this region of the flow for planar boundary layers.

7.2 Effects of Transverse Wall Curvature

Even though the mechanisms for the generation of turbalence near the wall and the
large-scale motion in the cvlindrical boundary layer appear similar to those for the planar
boundary layer, some clear differences exist.

Through comparisons of wall pressure spectra measured in cylindrical and planar
boundary layers at similar Reg, transducer resolution, and transducer type, the cffect of
transverse curvature is to reduce the low-frequency spectral energy content of the

fluctuating wall pressure (scaled on outer vanables) while leaving the high-frequency
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spectral content unchanged (scaled on inner variables). Earlier measurements of wall
pressure spectra in a cylindrical boundary layer (Willmarth and Yang 1970) using an
inappropriate scaling led to the conclusion that transverse curvature causes a decrease in
low-frequency spectral energy and an increase in high-frequency erergy and, as a result, a
concentration of energy at higher frequencies. This result contributed to the conclusion
that the eddies in a cylindrical boundary layer are smaller. Although the present
measurements show that the net effect of transverse curvature is a larger concentration of
energy at higher frequencies, this result is produced entirely from less energy at low
frequencies and not more energy at high frequencies. Further support for this can be
found by comparisons of rms wall pressure levels measured in cylindrical and planar
boundary layers at similar Reg and with similar transducer resolutions and transducer
types. Nondimensionalized by ¢ither .. or Ty, a clear decrease in rms wall pressure level
with increased transverse curvature occurs. Based on the present measurements alone,
the conclusion of smaller eddy size in the cylindrical boundary layer made by Willmarth
cannot be supported.

Transverse curvature alters the statistical charactenstics of the fluctuating wall pressure
and streamwise velocities compared to those measured in a planar boundary layer.
Differences in the wall pressure skewness and flamess factors as well as the frequency of
occurrence of large-amplitude wall pressure events were found to exist, which suggest
that large-amplitude wall pressure fluctuations may occur more frequeatly in the
cylindnical boundary layer with a relative increase in the number of positive-io-negative
fluctuations. Streamwise turbulence intensities Um/U. are lower than those measured in
a planar boundary layer throughout the bulk of the boundary layer, except very near the
wall (y/6 < 0.07). and at the edge of the boundary layer (y/8 > 0.8) where they are larger.

Skewness for the strcamwise velogcity 1s more negative throughout the boundary layer,
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and the peaks in the flatness and skewiiess distributions for the streamwise velocity occur
at a farther distance from the wall than for a planar boundary .ayer. These trends suggest
that more energy in the cylindrical bound iry layer is concentrated near the wall and at the
edge of the boundary layer, with a resulting shift in the mean position of the

turbulent/nonturbulent interface to a farther distance from the wall.

7.3 New Findings on the Structure of Boundary Layer Turbulence

Certain similarities and differences can be identified between the turbulent structures
resporisible for the fluctuating pressure at the wall in cylindrical and planar boundary
layers. Even so, the lack of consensus on the exact character of the coherent motions in a
planar boundary layer makes it difficult to ascertain whether new information observed in
the present measurements concerning the structure of turbulence is an effect of 6/a or a
characteristic of wail-bounded flows in general. As a result, several interesting findings
will be presented in the general cortext of wall-bounced turbulence. However, where
effects of transverse curvature appear pertinent, statements on its possible influence will
be made.

A distinct bidirectional relationsnip exists between both positive and negative large-
ampliwude wall pressure fluctuations and the time derivative of the streamwise velocity in
tie near-wall region (y* < 85). Large-amplitude positive wall pressure peaks are
associated with local accelerations in streamnwise velocity (du/dt > 0), while large-
amplitude negative wall pressure peaks are associated with local decelerations in
streamwise velocity (du/ot < 0). Although a similar result was reported by Dinkelacker
(1990) for a turbulent pipe flow, only the relationship between positive pressures and

accelerating streamwise velocities has been reported in the planar boundary layer
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literature. It is not possible to deduce whether this observed relationship between both
positive and negative pressure peaks and the time derivative of u is a general relationship
for all wall-bounded flows or a feature related io the curved walls of both the cylindrical
boundary layer and pipe flows without more extensive planar boundary layer
mceasurements. However, considering the overall similarity between the near-wall
structure of the planar and cylindrical boundary layers, it seems likely that it is a general
characteristic of turbulent boundary layers. Nevertheless, this bidirectional relationship
for both positive and negative pressure peaks indicates that both types of large-amplitude
wall pressure fluctuations are directly linked to flow structures in the near-wall region.
Considering that both positive and negative events occur with similar frequency, it would
appear that both types of ‘events’ (i.e., positive-p/accelerating-u, negative-p/decelerating-
u) are equally important to the physics of the near-wall flow.

Differences that exist between the character of the positive and negative large-
amplitude wall pressure peaks provide some insight into the nature of the responsible flow
structures. With increased distance from the wall (14 < y* < 85), a more rapid decrease
in the bidirectional relationship between negative pressure peaks and decelerating velocity
events occurs than for the positive pressure peaks and accelerating events. In addition,
the convection velocity and event duration of the negative wall pressure peaks are less
than for the positive pressure peaks. These results suggest that the near-wall turbulent
sources that generate the large-amplitude negative pressure peaks are concentrated closer
to the wall than the flow structures that generate the positive pressure peaks. If the
sources for the negative pressures are concentrated beneath y+=14, as the present
measurements suggest, this may be the reason that a universal relationship between
negative-p and decelerating-u has not been revealed in the literature (i.e., negative

pressure peaks have not been examined this close to the wall).
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Finally, because p is only related to the slope of u, no explicit relationship exists
between the sign of p and the sign of u—contrary to already conflicting information that
has been presented recently in the literature on this point (Johansson et al. 1987,
Haritonidis et al. 1990). Conclusions drawn in these earlier studies concemning the
relationship between the sign of p and the sign of u appear to be a result of large-scale,
low-frequency disturbances superimposed over the small-scale streamwise velocity
gradients.

The coherence functions exhibit a low-frequency concentration of energy both near the
wall (y* = 14) and in the turbulent/potential-flow interface that appears at the same
frequency. This suggests that a single large-scale flow disturbance, which extends from
very near the wall to the turbulent/potential-flow interface, is responsible for the measured
low-frequency p-u relationships. Between these two wall normal extremes, a systematic
variation occurs in the form of the low-frequency coherence level and phase (or
correlation) with increasing distance from the wall across the entire flow field. If the
large-scale structure is assumed to take the form of a large spanwise-oriented
congiomeration of tluid particles rotating in the direction of the mean shear (a ‘rotating
vortex') centered at y/d ~ 0.75 with a wall-normal extent of ~1.53, a single large-scale
spanwise vortex structure is sufficient to predict the low-frequency behavior of the
pressure and velocity throughout the entire flow. Although the wavy wall model
produces a phase relation between p and u that is consistent with that obtained from the
spanwise vortex structure at large y, it cannot predict the variation in phase that exists
even in the turbulent/nonturbulent region.

Although similar large-scale structures have been reported to exist in planar boundary
layers, the distinct change in the phase relationship between p and u from the wall to

regions outside of the boundary layer has not been explicitly reported and, consequently,




167/168

not accurately modeled. This variation with distance from the wall, however, should be a
common feature of any wall-bounded flow possessing a large-scale structure that rotates
in the direction of the mean shear. However, the relatively large wall-normal extent of
y/d ~ 1.5 and streamwise band of virtually zero coherence (or correlation) in the region
0.6 < y/& < 1.0 observed in the present measurements may be a consequence of
transverse curvature. This could explain some of the differences observed in the
streamwise velocity statistics throughout the boundary layer. However, without more
extensive measurements in a planar boundary layer, this remains inconclusive.

Because the large-scale structure extends all the way down to the closest
measurements made to the wall where high-frequency coherent energy exists due to the
bursting events, the near-wall coherence functions exhibit a bimodal character with
elevated coherence levels at two distinct (not necessarily separate) frequencies over nearly
the entire streamwise extent of the measurements. The overlap in space of the large-scale
and small-scale structures in the near-wall region as well as the overlap in the bands of
frequencies at which coherent energy exists strongly suggest that the two motions are

somehow interrelated.

%)
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Table 2-1
»
Separation Distances Between Hot-wire Probe and Wall Pressure X
Transducer Used in This Investigation
Wall Nomal:  Position  y(in) y+ y/d ye* ’
1 0.015 14 0.016 0.089
2 0.030 2 0.032 0.175
3 0.090 85 0.095 0.536
4 0.180 169 0.191 1.073 ’
5 0.360 339 0.381 2.146
6 0.720 677 0.762 4.292
7 1.080 1016 1.143 6.438 ,
8 1.440 1355 1.524 8.584
9 1.800 1693 1.905 10.73
Axial: Position x(in) xt x/d x/5*
1 0.000 0 0 0 » ©
2 0.015 14 0.016 0.089
3 0.030 28 0.032 0.179
4 0.090 85 0.095 0.536
5 0.180 169 0.191 1.073 ’
6 0.360 339 0.381 2.146
7 0.720 677 0.762 4.292
8 1.440 1355 1.143 8.584
»
Circumferential: Position B(deg) s(in)
1 0 0
2 20 (y+a)d
3 40 (y+a)@ »
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]
* N
Table 3-1
Experimental and Flow Parameters
»
Experimental Parameters  Boundary Layer Parameters Wall Shear Parameters
£,=20,000 Hz (At=50 ps) 5=0.024 m 1w=0.369 Pa
f,=10,000 Hz §*=4.26x103m u.=0.552 m/s ’
Uu=11.4m/s 0=375x103m Uy Un=0.0484
p=1.21 kg/m? (18°C) &5%=5.63 v=v/u=26.9 pm
v=14.9x106m?/s (18°C) 5% =1.14 tv=V/u;2=48.9 ps ’
q.=78.6 Pa 8/a =5.04 a*t=177
a=4.76x103m 5*/a=0.895 Re=892
Xp=2.48 m(1950 trip heights) Res=18362 Resolution Parameters S
Re,=1.90x 108 (ripped) Reg+=3259 d+=25.9 (microphone)
Re,=3644 Reg=2869 d/6*=0.164
d*=d*+u/U)=1.25 ’
1*=18.5 (hot wire)
»
»
{ ]
[
) ° ® ) ) ° ® [ ) o
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Figure 1-1. Quasi-streamwise vortex structure in near-wail region (y* < 100) and its ’
relationship to the burst-sweep cycle. Dashed line represents mean velocity profile. Solid
line represents instantaneous streamwise velocity profile (Hinze 1975).
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u detection applied at y*=14 and 28 (x=1.0, T*=18.4) on streamwise position of hot-
wire probe (x*=..., @=0°): Jefi, accelerating-u events; right, decelerating-u events.
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